
06-01-2020

© Atos - For internal use

Let’s Talk about Container
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SUMMARY



GLOBAL OVERVIEW
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VIRTUALIZATION OVERVIEW
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How to host application by using Virtual Machine



CONTAINER OVERVIEW
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How to host application by using Container



What are we talking about ? 
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What are we talking about (1/5)?

BAREMETAL HYPERVISOR CONTAINER RUNTIME

HP

Dell

SuperMicro

Quanta

Sequana Vmware

Hyper-V

Dockerd (Docker.io)

Rkt (Rocket)

Podman (Redhat)

lxc

KVM

XEN

CRI-O

Containerd (k8s)

Acropolis CS 
(Nutanix)
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What are we talking about (2/5)?

OpenShift (Redhat)

Mesos Nomad

Ansible

Chef

Puppet

Saltstack

Swarm

N
e
e
d

s
e
rv

e
r 

c
n
x

A
P
I 

B
a
s
e
d

Helm

GitKube

Draft

ORCHESTRATION CLUSTER CONF MANAGEMENT APP DEPLOYMENT
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SERVICE MANAGEMENT

Kubernetes

Docker Compose

Kustomize
Tanka (by Grafana)

Tanzu (vmware Pacific)

SUPER MANAGER

Rancher

Karbon (ACS/Nutanix)

HYBRID MANAGER

Outposts (AWS)

Anthos (GCP)

Azure Arc (Microsoft)
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What are we talking about (3/5)?

Prometheus

Docker(1)

Docker Trusted Registry

GitLab
GitLab Container Registry

Harbor

CONTAINER MONITORING CONTAINER REGISTRY

DaemonSet

Datadog(1)

CONTAINER ANALYSIS

Clair

Snyk (1)

Docker Hub

Anchore

(1
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Sonatype Nexus

Quay.io
GoHarbor

Trivy (Aqua)

INFRA AS CODE

Terraform

ARM (Azure)
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What are we talking about (4/5)?

Fluentd

File Beat /Beat* 

DATA COLLECTOR LOG MANAGEMENT

StreamSets

ElasticSearch

Datadog(1)

Syslog

(1
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SERVICE MESH(2)

Nginix

Istio SmartStack

HAProxy

(2
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Flannel

STORAGE MANAGEMENT

OpenEBS

Longhorn
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Pod

Container

ContainerPod

Container

Container

Pod

Container

Container

Node

Container

Pod

What are we talking about (5/5)?
Just for good wording !!

one or more running process

one or more container

one or more pod

Container

snapshot

Image

run

In
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c
e

13-1

13-2

(vm)



What About compatibility ?

Now think portability !!
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ACRPOLIS
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or why Docker.io rules the world ?

Docker
image

Cloud Provider Container Engine

hsaramandif_20191230



Who in charge of what ?
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New infrastructure design : what about perimeter ?

DATACENTER
hsaramandif_20191226

BAREMETAL

RACK

HYPERVISOR

CONTAINER 
RUNTIME

CONTAINER

INFRASTRUCTURE ATOS AGARIK CUSTOMER

GLOBAL VIEW

hsaramandif_20191226

VIRTUAL MACHINE
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New infrastructure design : what about perimeter ?

CONTAINER REGISTRY

hsaramandif_2019126-20191231

SERVICE MESH

CONTAINER RUNTIME

LOG MANAGEMENT

CONFIGURATION MANAGEMENT

CONTAINER

INFRASTRUCTURE

OPERATION

AGA

AGA

AGA

AGA

CONTAINER & SERVICES VIEW

BUILD MANAGE MAINTENANCEHOST

AGA

CUS

AGA AGA AGA

AGA AGA AGA AGA

AGA AGA AGA

AGA AGA AGA

AGA AGA AGA

AGA AGA AGACUS CUS

CUS

CONTAINER MONITORING AGA AGA AGA AGA

AGA : Agarik CUS : Customer

CONTAINER ANALYSIS AGA AGA AGA AGA

ORCHESTRATION CLUSTER AGA AGA AGA AGA



#Image #container #Instance



| 06-01-2020 | © Atos - For internal use 

PODPOD
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Container <->image life cycle

Container 
Registry

Custom
Image

Official OS
Image

App Package
Image
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Container Runtime
On Premise Node
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Instance change (*)

Cloud Provider
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patch update bugfix

source storage run update
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How does it work ?
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Basic Container Infrastructure Setup 

Container Runtime

LOG
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Container

Operating System
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Virtual Machine (Node)

Monitoring
Agent
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Collector

Monitoring
Agent
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Collector

NODE 1

NODE 2

NODE 3

NODE 4

NODE 5

EXTERNAL
MONITORING

NODE 1
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CONTAINER
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CONF
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CONTAINER
ANALYSIS

MONITORING
SERVICES

process

Container

Data 
Collector

process

Container
process

Container

Data 
Collector

Data 
Collector

POD

hsaramandif_20191229-20200715

ORCHESTRATION
SERVICES

SERVICE  MESH

data plane

control plane

SUPER
MANAGER



What About Price List ?

Please contact Agarik Team for Price List.



STATS!!
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In the Real Life !!!

Container environment View
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In the Real Life !!!
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In the Real Life !!!
Just Stats
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In the Real Life !!!
Is this Green !!



RoadMap
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On the Road !!!

April May June July

S14 S15 S16 S17 S18 S18 S19 S20 S21 S22 S23 S24 S25 S26 S27 S27 S28 S29 S30 S31

Container Registry

24/04

Log Managementc

Container Analysis

08/05

Conf Management

Orchestration Cluster

External Monitoring

Internal Monitoring

15/06

01/06



News
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NEWS

DATE ARTICLE

08/07/2020 Suse to acquire Rancher

01/07/2020 Kubernetes Stats

11/03/2020 AWS BottleRocket

25/02/2020 Mirantis to keep Docker Swarm buzzing around, pledges new features

29/08/2019 VMware révolutionne le développement

https://www.suse.com/c/news/suse-acquires-rancher/
https://enterprisersproject.com/article/2020/6/kubernetes-statistics-2020
https://techcrunch.com/2020/03/11/aws-launches-bottlerocket-a-linux-based-os-for-container-hosting/
https://devclass.com/2020/02/25/mirantis-to-keep-docker-swarm-buzzing-around-pledges-new-features/
https://www.vmware.com/fr/company/news/releases/2019/vmware-revolutionizes-kubernetes-with-new-portfolio-of-products-and-services-tanzu-082719.html


FUN

34
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Source : Reddit
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Thanks
For more information please contact:

henley.saramandif@agarik.com

henley.saramandif@atos.net
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