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1. Introduction

Mon stage s’est déroulé a I'hétel de ville de Rezé ou travaillent plus de 750 agents
municipaux permanents au service d’'une ville de plus de 40 000 habitants. La direction des
Systémes d’information m’a accueilli pour effectuer mon stage de trois mois dans de trés
bonnes conditions puisqu’elle a mis a ma disposition un bureau avec un bon ordinateur et
ses membres étaient toujours préts a prendre du temps pour répondre a mes questions.
Cette direction est composée de deux services, le premier assure la gestion et le
déploiement des matériels et logiciels, 'administration des ressources, la maintenance des
équipements et I'assistance aux utilisateurs. Le second méne 'étude et la mise en ceuvre
des projets applicatifs, et assure la maintenance des applications et l'assistance aux
utilisateurs.

Voici 'organigramme de la Direction des Systémes d’Information (DSI) :

Directeur général des services )
Alain BASTARD )

[ Directeur du service DSI

André CAURET )
|
I | § |
Responsable Systémes et [ Responsable Projet [ Assistante Technique ]
réseaux Jacques Prou ) Colette BOUVIER
(mon maitre de staae)
( Administrateur Réseau] ( Chargé Etudes et ]
__Patrice VAILLANT L Développement
[ Technicien micro-réseau] ( Chargé Etudes et ]
\___ Thierry CALLARD L Développement

Ces cinq derniéres années le réseau de la ville s’est beaucoup développé : passage de 5
a 35 serveurs, création de liens entre les différentes structures publiques qui étaient
auparavant isolées... Les systémes d’information ainsi mis en place sont maintenant des
éléments stratégiques pour 'ensemble des services municipaux qui seraient paralysés si un
disfonctionnement survenait. Le réseau informatique s’étant complexifié, il est devenu
nécessaire d’avoir une solution de supervision et de métrologie compléte permettant de
maintenir une bonne qualité de service, de mieux dimensionner le réseau et ses services
mais aussi de prévenir d’éventuelles défaillances. La solution en place n’étant pas assez
compléte, le service réseau avait depuis un certain temps le projet de la remplacer, c’est ce
qui m’a été confié.

Dans un premier temps il m’a fallu découvrir le réseau de la ville pour comprendre son
fonctionnement physique et logique avant de chercher a comprendre pourquoi il est
nécessaire de surveiller un réseau. Dans une seconde partie j’ai défini les besoins du service
systémes et réseaux. Pour finir jai mis en place une solution répondant aux besoins mais
cela n’était pas le principal but du stage.

Au moment de mon stage, mon service a été impliqué dans plusieurs petits projets, jai
suivi certains de ces projets que je détaille a la fin de ce rapport.
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2. Découverte de l’'infrastructure

2.1. Petit historique des réseaux

Un réseau informatique permet la communication entre des équipements informatiques
pour échanger des informations. Un réseau permettant de faire transiter de plus en plus de
données : le débit des réseaux locaux (LAN) est passé de 2 Mb/s en 1975 a 1 Gb/s en 2004
et cela sur de plus en plus de supports : filaire, hertzien, infrarouge, satellite... Il est de plus
en plus difficile de savoir comment il est utilisé, par qui et si personne ne I'utilise a votre
insu !

2.2. Le réseau de la ville de Rezé

Le réseau en place est récent, il date de 2001 lors d’une restructuration, il y avait pas
moins de 9 systémes d’exploitation utilisés : Unix, Linux, Novell (4.11 et 5.0), Windows 95,
98, NT4, 2000 professionnel et serveur. Cette diversité était ingérable pour 2 techniciens, il a
donc été décidé a l'occasion du déménagement du service dans de nouveaux locaux
d’homogénéiser aussi bien les protocoles que les systéemes d’exploitation.

2.21. La topologie du réseau

Pour comprendre plus rapidement la topologie, les services offerts mais aussi les types
d’équipements actifs constituant ce réseau, jai décidé de faire un schéma représentant le
cceur du réseau, les principales interconnexions, les serveurs et les sites distants reliés en
fibre optique (voir le schéma en derniére page).

Les différents services de la ville sont répartis dans plusieurs batiments plus ou moins
éloignés du cceur de réseau situé a I’hétel de ville, le lieu de mon stage. Les services devant
communiquer ensemble et par souci de centralisation des serveurs, chaque batiments est
relié au cceur par une liaison ADSL, spécialisée ou par fibre optique pour les sites proches
du tramway ou le réseau métropolitain (MAN) de Nantes métropole passe (c’est le réseau O-
MEGA).

Toutes les liaisons ADSL sont fournies par Mégalis qui n’a pas pour but de faire du
chiffre d’affaire mais de mettre a disposition des services a un prix trés attractif a toutes les
collectivités et associations qui le désirent. Il fournit aux écoles, centres sociaux, cantines,
centres culturels (théatre, école de musique...), créches...un accés ADSL avec une IP fixe a
une vitesse de 512 bits/s en montant et 128 bits/s en descendant. Le débit suffit puisque ces
sites utilisent la liaison pour relever leurs courriels, consulter 'intranet et bien entendu surfer
sur toile. Les liaisons sont sécurisées par un tunnel VPN entre les routeurs sur le site et le
pare-feu du cceur de réseau.

Les services de la mairie elle-méme sont reliés par des fibres optiques du réseau O-
MEGA et un par une liaison spécialisée France Télécom a 2 Mbits/s, les fibres sont activées
a 100 Mbit/s. La mairie dispose de deux liaisons extérieures, une SDSL de Mégalis a 2
Mbit/s pour tous les liens VPN, et la communication vers internet, 'autre est une fibre optique
a 100 Mbits/s sur le réseau O-MEGA. Ces deux liaisons arrivent sur le pare-feu (un PIX de
Cisco) ce pare-feu est chargé de mettre en place les tunnels VPN, de filtrer les connexions
venant d’internet mais aussi 'accés a internet des postes informatiques de I'hétel de ville qui
par défaut ne peuvent utiliser que le protocole http. Pour la communication interne de I'hétel
de ville, les batiments sont interconnectés par fibres optiques.

Le service Systémes et réseaux gére un parc constitué de plus de 550 Micro-ordinateurs
dont 450 connectés, d’'une centaine d'imprimantes réseau et de 36 serveurs fournissant 12
services réseau et plus d’une centaine d’applications métiers.
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2.2.2. La sécurité
2.2.2.1. Logique

L’élément principal mettant en place la notion de sécurité au niveau logique est le firewall

qui sépare :

e Une zone démilitarisée (DMZ) hébergeant le web mail et la consultation du fond

bibliographique de la médiathéque accessible au publique.

¢ Une autre zone démilitarisée concerne I'accés a un serveur hébergeant un service de
fond bibliographique pour la mise en commun du fond de la ville et celle de St.

Herblain.

Les sites distants reliés via le réseau O-MEGA.

L’internet et donc les sites reliés par ADSL par Mégalis.

Une borne internet publique qui n’a donc accés qu’a internet en http.

plateforme antivirus analyse tout ce traffic.

Le réseau de I'hétel de ville comprenant tous les serveurs et postes de travail, une

Les serveurs ne faisant pas partie des deux DMZ ne sont pas vulnérables de I'extérieur.
Il N’en est pas de méme en interne puisque rien ne les cloisonne des postes de travail. Les
serveurs sont protégés eux méme par un pare-feu logiciel et systéme d’authentification.

Voici un schéma résumant I'interconnexion faite par le pare-feu :

Borne Internet
publique

Sites distants
via O-MEGA

Echange avec
St. Herblain

DMZ Fond

Web mail et
consultation

bibliographique

Liens aux
batiments de la

mairie

DMZ publique

Réseau privé de
I'hétel de ville

bibliographique

2.2.2.2. Physique

Il est tres difficile de protéger une machine lorsqu’elle est physiquement accessible, il faut
aussi penser que certaines informations sont sensibles et strictement privées (Action sociale,
Santé, réglementation...). Une alarme a été installée il y a 2 ans, elle protége le coeur du
réseau ainsi que tous les serveurs, un systéme de sécurité électrique par onduleur est aussi
en place mais celui-ci est maintenant sous dimensionné et n’est pas capable de fonctionner

assez longtemps pour que les serveurs s’arrétent proprement.
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2.2.2.3. Sauvegarde

L'utilisation de l'informatique étant devenue omniprésente quelque soit le service de la
mairie, un systéme de sauvegarde efficace est nécessaire. Tous les utilisateurs travaillent en
réseau, c'est-a-dire que tous les paramétres, courriels et leurs fichiers sont stockés sur les
serveurs, il en est de méme pour les applications métiers. Il est donc primordial de
sauvegarder 'ensemble de ces données et d’étre capable en cas de défaillance d’'un serveur
ou d’un sinistre de tout restaurer.

Deux composants sont utilisés :

e 1 serveur NAS (Network Access Server) : de 6 To sur un site distant relié directement

par fibre optique pour les sauvegardes journaliéres, hebdomadaires et mensuelles.

e Une librairie de sauvegarde sur bande d'une capacité de 14 bandes de 200 Go

natives et jusqu'a 400 Go compresseé.

Une sauvegarde différentielle (seul les nouveaux fichiers ou les fichiers modifiés par
rapport a la derniére sauvegarde compléte sont sauvegardés) est faite tous les soirs en
dehors des heures de production, de tous les serveurs (messagerie électronique (message
par message pour pouvoir restaurer uniquement la boite d’un utilisateur), documents des
utilisateurs, données et applications métiers...) sur bande et sur le serveur NAS.

Une sauvegarde compléte des ces serveurs est faite le samedi.

Une sauvegarde mensuelle sur bande (sauvegarde conservée 12 mois) et sur la NAS
(avec deux mois d’historique).

Les bandes sont stockées chaque jour dans une armoire ignifugée et blindée dans un
autre batiment.

2.2.3. Le fonctionnement de I’assistance technique

Le service dans lequel je suis a aussi bien a sa charge la mise en place du matériel, le
déploiement des logiciels... que la maintenance, la gestion des pannes et des problémes
rencontrés par les utilisateurs. Il est intéressant d’étudier comment le service s’organise pour
répondre le plus efficacement possible a cette problématique.

Il est actuellement difficile de faire de la prévention, les majeures parties des pannes sont
détectées par les utilisateurs.

Lorsque l'utilisateur a un probléme, il appel directement I'assistante technique dite « de
premier niveau », elle crée alors une fiche (dans une base de donnée Microsoft Access)
comprenant :

L’utilisateur ayant le probleme

Le service auquel l'utilisateur est rattaché

Le probléme ou la demande (nouveau poste téléphonique, vidéo projecteur...)
Le type d’incident (permettant de faire des statistiques et de trier les demandes)
Et le suivi de cette demande (par exemple réparé le 26/06/06)

Si l'assistante technique de premier niveau n’arrive pas a résoudre le probléme, la fiche
est transmise au niveau suivant, c'est-a-dire les techniciens puis aux ingénieurs et cela selon
le service concerné : soit projet, soit réseau.

La demande est ensuite traitée puis archivée.

Cette gestion en niveau permet d’utiliser au mieux les compétences des agents. Quand
une méme demande revient souvent, une fiche de procédure est créée permettant de
gagner du temps pour les futures demandes.

Lors d’'une demande importante engendrant des frais aux services, cette demande est
traitée pour étre incluse ou non dans la demande budgétaire du service informatique qui a
lieu tous les ans. Cette demande est prise en compte si elle parait nécessaire ou était déja
prévue, mais elle peut aussi étre refusée pour différente raisons (renouvellement d’un
ordinateur alors que celui date de I'année précédente, mise a jour d’un logiciel alors que
celle-ci ne semble pas nécessaire par le service projet...).
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224. La solution de gestion existante

La solution de supervision actuellement en place est le logiciel Whatsup Gold de 'éditeur
Ipswitch, installé il y a cing ans lors de la restructuration, il se présente sous la forme de
cartes ou apparaissent les éléments du réseau qui auront été préalablement ajoutés
manuellement. Pour ajouter un élément, il faut choisir le type d’élément, lui attribuer une
adresse |IP et définir les services a surveiller. Il est aussi possible de définir les éléments
accessibles par le menu contextuel et le type de notification en cas de défaillance : courriel,
message systéme, pop-up...

Pour finir le logiciel publie ce schéma sous forme de pages Web pour une prise de
connaissance a distance de I'état des équipements, voici un extrait d’'une des pages :
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s.hdv.b1.3 ” 5-"“-"5-35;-“'1"'-'15-4 s.hdv.c1.3 s.hdv.c2.1\
Bl L S Y , L chrigheh: 2 RI

Actuellement cette solution n’est plus suffisante compte tenu de la taille du réseau mais
aussi de l'absence d’historique des défaillances, de surveillance de nouveaux services et
d'un systéme de métrologie.
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3. La gestion du Systéme d’information

Au vu de l'augmentation significative de la taille des réseaux, I''SO (International
Standard Organisation) a proposé dans les années 80 deux normes pour définir une
architecture d’un protocole d’administration. Voyons le concept qui est défini sur 5 axes:

The fault management : c’est la gestion des anomalies pour obtenir une qualité de
service optimale en étant capable de localiser trés rapidement une anomalie.

The configuration management: la gestion de la configuration des équipements
constituants le réseau a pour but de mettre en place un systéme d’identification
unique de chaque équipement, compteur...

The performance management: la gestion des performances implique d’étre en
mesure de pouvoir contrbler le trafic du réseau pour savoir s’il est bien dimensionné.
The security management : aspect sécurité en contrdlant 'accés au réseau mais
aussi l'intégrité, 'authentification et la confidentialité des données qui transitent.

The accounting management : pouvoir gérer la consommation du réseau par un
utilisateur en vue d’établir une facture.

Mon projet n’est pas de trouver une solution remplissant ces 5 caractéristiques, mais au
moins ces deux points : the performance, the fault management.
Voici plus en détails les 2 axes abordés dans ce sujet :

L’audit de performance (The performance management) permet d'évaluer la
performance du Systéme d’information. Il faut donc collecter des informations,
stocker ces informations dans une base de données puis les analyser sous une
forme facilement exploitable (un graphique par exemple).

La gestion des pannes (The fault management) : une panne est la conséquence d’'un
probléme interne ou externe, il faut la détecter le plus rapidement possible.

e Les problémes internes sont souvent dus a un élément en panne.

e Les problémes externes sont eux difficilement détectables.

Le traitement d’'une panne se fait en quatre étapes :

Détection,

Localisation,

Réparation,

Confirmation du retour au bon fonctionnement.

DN NN

Seul le premier correspond a une solution de métrologie, le second est du ressort d’'une
solution de supervision. Sans rentrer tout de suite dans les détails, il n’est pas souhaitable
que ces deux solutions soient séparées. Les solutions de « network management » actuelles
font au moins de la supervision et de la métrologie car les deux se complétent, par exemple :
on doit pouvoir tester le bon fonctionnement d’un service fourni par un serveur (supervision)
mais aussi savoir combien d’utilisateurs utilisent ce service (métrologie). Il est alors
nécessaire de comprendre I'utilité de chacun avant de vouloir déterminer les fonctionnalités
que devra posséder la future solution.
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Le Systéme d’information de la ville s’est de plus en plus développé, il offre maintenant
de nombreuse fonctionnalités et services ce qui a entrainé 'augmentation du nombre de
serveurs, d’équipements et d’applications :

En 2000 ‘ Au'|ourd’hui :

Ce développement du Systéme d’informations complexifie la gestion de l'infrastructure
puisqu’il est devenu difficile d’avoir une vision globale de celle-ci. Il est donc difficile de
déterminer la cause d’un dysfonctionnement ou d’'une perturbation sans outils dédiés.

La mise en place d’'une solution de gestion permettant une vision globale de la
performance et I'état de linfrastructure est devenue indispensable pour le service des
systémes et réseaux de la ville.
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3.1. La métrologie

3.1.1. Définition générale

D’aprés I'encyclopédie libre Wikipédia : La mesure est I'opération qui consiste a donner
une valeur numérique a une grandeur. Par exemple, la mesure des dimensions d'un objet va
donner les valeurs chiffrées de sa longueur, sa largeur...
La notion de mesure est omniprésente :

/ Sa masse est de 70 Kg Sa masse est de 10 Kg N
=3 |l mesure 1,80 métres Il consomme 75 watts (G Qs
\IIaSOans IIa4ans

3.1.2. Dans le domaine des télécommunications

Dans mon cas, c’est bien sdr la métrologie appliquée aux réseaux informatiques voir
téléphoniques. La métrologie revient a faire des relevés de valeurs comme relever la bande
passante utilisée sur un lien, la répartition des protocoles et des services... Il doit étre aussi
possible de relever des informations précises sur un équipement constituant le réseau
comme la charge du processeur, de la mémoire...

En résumé un systéme de métrologie efficace permet :

e de détecter d’éventuels engorgements du réseau, des trafics suspects, une machine

piratée...

¢ de pouvoir redimensionner des liens sous dimensionnés ou surdimensionnés

e de détecter un besoin de redémarrage de certains équipements ou d’augmenter leur

mémoire.

Attention la métrologie consiste a ne remonter que des informations quantitatives comme
le nombre d'utilisateurs connecté sur un serveur Web et non pas quelle page Web Bob
regarde ! Il va donc étre nécessaire de définir de maniére précise ce que I'on va mesurer.

/ Exemple \

Surveiller : Bob a imprimé 32 photos de son week-end
/'
Z
LS

S \Supervision : 'imprimante est active

= Mesurer : on a imprimé 32 feuilles en couleur
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3.2. La supervision

3.2.1. Qu’est ce que cela veut dire ?

Le terme superviser désigne [laction de regarder au dessus de [Iinformation,
contrairement a celui de surveiller qui signifie veiller sur. En clair la supervision consiste a
vérifier le bon fonctionnement d’un service, d’un lien, d’'une application...

3.2.2. Pourquoi ?

Si le réseau ne posséde pas de systéme de supervision :

e |l peut étre piraté sans que les administrateurs s’en rendent compte (détection d’un
nouveau service).

e Lors d'une panne, ce sont les utilisateurs qui informent les administrateurs.

Donc pour que les administrateurs soient crédibles et aient une bonne image, il faut un
systeme de supervision efficace, complet et adapté. En outre un bon systéme de supervision
permet d’anticiper les pannes et donc de gagner du temps :

e Sans supervision :

Durée de la panne
| | [ | Réparation |

Signes avant Panne SOS Intervention Fin de
coureurs utilisateur la panne

e Avec supervision :

| Réparation

v

Signes avant Intervention Fin de
coureurs la panne
3.2.3. Maintenance préventive

On vient de le voir, la supervision permet de prévenir d’éventuelles défaillances et donc
de pouvoir préparer des opérations de maintenance. Cependant la maintenance préventive
peut étre trés vite considérée comme du gaspillage et comme inutile puisqu’il 'y a pas
encore eu de panne! C’est pour cela que l'opération de maintenance doit étre organisée
pour ne pas perturber 'usager et mesurer les colts de cette éventuelle opération.

e Trop de maintenance préventive = gaspillage = peu de panne

e Pas de maintenance préventive = trop de panne = mauvaise image vis-a-vis du public

[l faut donc trouver le juste milieu.

14

Métrologie des systémes et réseaux de la ville de Rezé



3.3. Les méthodes

Beaucoup de méthodes sont a notre disposition pour superviser un réseau, ces
différentes méthodes peuvent étre regroupées en deux grandes catégories :

3.3.1. Les méthodes actives

Cette méthode consiste a exécuter un logiciel afin de relever une caractéristique précise
a un moment précis et non pas une observation globale du réseau. Connexion (exécution
d’'une commande par SSH), Ping et Traceroute sur un équipement font partie de cette
méthode. C’est donc soit 'utilisation du protocole ICMP soit 'envoi de commandes par SSH
pour faire des relevés de I'état du systéme.

Exemple de l'utilisation de I'application ping, se basant sur le protocole ICMP, par un
administrateur voulant tester si ma machine est active :

Exemple

$ping hdvdt-rudiger.ville-reze.fr
-

Administrateur o)\ 5 havdt-rudiger.ville-reze. fr (10.10.30.35) 56(84) bytes of data.
K 64 bytes from 10.10.30.35: icmp_seq=1 ttI=128 time=1.43 ms hdvdt-rudiger.ville-reze.fr/

Ce qu’il faut retenir : une méthode active permet de tester a un instant t quelque chose
mais ne permet pas de connaitre le résultat de ce test il y a deux heures.

3.3.2. Les méthodes passives

Ces méthodes ne consistent plus a lancer un logiciel de fagon ponctuel pour connaitre
'état d’'un équipement, mais de le mettre en tant que service systéme pour qu’il puisse
fonctionner en continu. L’administrateur peut ainsi accéder aux relevés par le biais d’une
interface graphique ouverte en permanence ou par une interface web. Grace a cette
méthode, on peut mettre en place un systeme de graphique (flux, temps de réponse,
occupation de la mémoire...) permettant de mieux voir I'évolution d’'un paramétre. La
surveillance du réseau se fait en continue, elle met en ceuvre des sondes, utilise un
protocole de management (SNMP) ou utilise des agents a placer sur les équipements.

Reprenons I'exemple précédent mais avec une méthode passive :

Exemple

T

Requéte Ping toutes les 5 minutes de la station :
hdvdt-rudiger.ville-reze.fr

>
»@
A

H hdvdt-rudiger.ville-reze.fr

2

Application de
supervision Répond

Ne répond pas

\ Les derniéres 24 heures /

Ce qu'il faut retenir : la supervision passive permet de revenir dans le temps pour mieux
comprendre un phénomeéne de pannes en cascades (services qui « tombent » les un aprés
les autres) par exemple. Mais cette méthode nous oblige a laisser fonctionner constamment
une application qui génere une utilisation du réseau et des équipements qu'’il ne faut pas
négliger surtout pour un grand réseau.

\4
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4. Les outils disponibles
4.1. Le protocole SNMP et sa MIB

411. A quoi ¢a sert ?

Imaginez un moyen qui permettrait d’administrer tous les équipements d’'un réseau et de
connaitre les informations internes d'un switch, d’'une imprimante, d’'un routeur, d’un

serveur...
LR
~
\nterrOQat‘on / .
— & ginfos tech O imprimante
onte
A—I‘Rem

ir lierrogation\
< -
Remonté d'infos techniques_

routeur

iques\

commutateur

"Merogation,

; - . Re
Console d’administration ™Montg d'inf,
0S techy,

Plusieurs moyens existent, 'un d’eux est le protocole SNMP, sa premiére version a été
normalisée en 1988 par I'lETF (RFC 1157). SNMP signifie Simple Network Management
Protocol (protocole simple de gestion de réseau), les équipements supportant ce protocole
sont cher mais la quasi-totalité des équipements administrables (par telnet, interface web ou
encore par le port console) le supporte. Si ce n’est pas le cas il est possible de pouvoir
installer un agent SNMP sur un systéme d’exploitation mais pas sur un équipement fermé
que I'on ne peut mettre a jour, comme un simple commutateur non administrable. Avec ce
protocole on peut par exemple sur un équipement :

e Connaitre son état : nombre de trames passées, charge du processeur...

e Configurer certains paramétres (on peut ainsi imaginer un systeme d’équilibrage des

charges)

o Etre alerté par I'équipement d'un disfonctionnement interne (surchauffe, permet

d’alimentation...)

Bati au dessus de TCP/IP, voici SNMP dans le modéle OSI :

Couche 7 : Applicaton =~ ———SNMP

Couche 6 : Présentation

Couche 5 : Session

Couche 4 : Transport ———UDP

Couche 3 : Réseau —IP

Couche 2 : Liaison

Couche 1 : Physique
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SNMP utilise le protocole UDP pour sa simplicité et son poids : 8 octets (20 octets pour
TCP). Ce protocole permet a SNMP d’étre rapide mais ¢a a l'inconvénient d’étre un
protocole en mode non connecté et non fiable, il est donc possible qu’'un message SNMP
n’arrive jamais, ce qui est embétant si c’est une alarme...

4.1.2. Le protocole
L’utilité d’avoir un protocole standardisé pour administrer un réseau :
e Les regles d’interrogations ne change pas d’un routeur CISCO a un routeur 3COM.
o |l est utilisable sur des plates formes hétérogénes (Linux, IOS, Windows...)
e Les éléments rapportés ne ralentissent pas le réseau.
o Le temps de réponse est trés court.

3 versions du protocole SNMP existent, la premiere en 1990 suivie de la version 2 dite
classique (V2c) en 1993, cette version a évolué jusqu’en 2002. La troisiéme version
développa l'aspect sécurité.

La version 1 comprend 5 commandes :

o Get _Request : demande I'envoi de la ou les valeurs d’'un objet.

e Get_Next_Request : demande I'envoi de la valeur de 'objet suivant.

e Set_Request : modification de la valeur d’un objet.

o Get Response: permet de récupérer la réponse obtenue par l'une des trois
derniéres commandes.

e Trap: permet a I'équipement d’envoyer une alerte au systéme d’administration du
réseau en cas de défaillance d’un lien par exemple.

Dans la version 2, deux nouvelles commandes sont ajoutées :
e Inform request : permet une communication entre les systémes d’administrations.
e Get_Bulk_Request : requéte de plusieurs get_next successifs pour lire une table par

exemple.
: Echange de trames entre un agent SNMP et la console de gestion (le client) :
Client SNMP Agent SNMP
Application r » Port UDP 167) Management
d’administration Get_Request Get_Response information
du réseau -t = base (MIB)
Get_Next_Request P Port UDP 161 |
X u
, Console | | «— Get_Response — Equipement réseau
d’administration -
Sel R » Port UDP 161
‘et_ equest Get_Response

\ \_Port UDP 162 - Trap- J J

41.3. La M.L.B.

La Management Information Base, qui peut se traduire par: la base d’information de
gestion, elle est spécifique a chaque équipement mais aussi a chaque constructeur car c’est
lui qui définie les informations consultables, les parametres modifiables et les alertes a
envoyer (Les traps). La MIB est une structure arborescente ou chaque feuille correspond a
une information sur I'équipement. La MIB permet donc de définir les données a envoyer
dans la trame d’interrogation pour récupérer les données voulues. Le nom de chaque nceud
est normalisé mais un équipement compatible SNMP n’est exploitable qu’avec sa MIB car il
est impossible de deviner les objets disponibles dans chacune des branches et comprendre
leurs significations ainsi que leurs valeurs.
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41.4. La S.M.I.

La Structure of Management Information définie les régles de description et
d’identification pour chaque objet de la MIB. Un objet est défini en langage ASN.1 (langage
de représentation des données (Abstract Syntax Notation 1) défini par I'lSO 8824), voici
quelques types utilisés :

o [PAddress : pour I'adresse IP.

e PhysAddress : pour 'adresse matérielle (MAC).

e TimeTicks : pour un compteur de temps en 1/100 de seconde.

e OCTET STRING : pour une chaine de caractéres.

4.1.5. Fonctionnement

Pour mieux comprendre le fonctionnement j’ai voulu savoir comment récupérer 'uptime
(temps écoulé depuis le démarrage du systéme d’explotation) d’'un routeur faisant le lien
entre I'hétel de ville et un site distant par un lien loué a France Télécom. Dans un premier
temps il a fallu aller chercher sur le site du constructeur (ici Cisco) le MIB de ce routeur pour
savoir ou se situe cette donnée.

Voici un extrait, plus particulierement une feuille, de la MIB d’'un équipement Cisco :
system OBJECT IDENTIFIER ::= { mib-2 1 }
[..]
sysUpTime OBJECT-TYPE
SYNTAX TimeTicks
MAX-ACCESS read-only
STATUS current
DESCRIPTION
"The time (in hundredths of a second) since the network
management portion of the system was last re-initialized."
::= { system 3 }

Chaque branche est repérée par un numéro, SNMP utilise cette fagon de faire pour
accéder a un paramétre : de la racine jusqu'au paramétre d’'un objet. Dans I'encadré ci-
dessous on voit que la branche system(1) fait partie de la branche mib-2(1) qui fait a son tour
partie d’'une autre branche... C’est 'espace de nhommage qui reprend une grande partie du
protocole de gestion défini par I'lSO 9596 :

+--iso (1)
l——org(B)
i__dod (6) Branche
J‘r——internet (1) / ré;;rl\\]j; '

\
+--directory (1)
|

+--mgmt (2)

\ \

| +--mib-2(1)
\

|

+--system (1)

| | +-—- -R-- TimeTicks sysUpTime (3)

Donc pour accéder au parameétre de la feuille étudiée, il faut passer par les nceuds
.1.3.6.1.2.1.1.3 (c’est I'OID de I'objet : Object Identifier) et rajouter O pour obtenir la valeur de
I'objet ‘sysUpTime’.

Essai avec le chemin complet grace a I'outil snmpget :

# snmpget -v 2c¢ -c public 10.10.100.1 .1.3.6.1.2.1.1.3.0
SNMPv2-MIB: :sysUpTime.0 = Timeticks: (3683053517) 426 days, 6:42:15.17
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Comme la suite des noeuds .1.3.6.1.2.1 est trés souvent utilisée, il est possible d'utiliser
un chemin relatif en omettant le point de début, on obtient donc la suite : 1.3.0, cela donne :

# snmpget -v 2c -c public 10.10.100.1 1.3.0
SNMPv2-MIB: :sysUpTime.0 = Timeticks: (3683342256) 426 days, 7:30:22.56

[0

st aussi possible de mettre directement le nom de chaque nceud :

# snmpget -v 2c -c public 10.10.100.1 system.sysUpTime.0
SNMPv2-MIB: :sysUpTime.0 = Timeticks: (3683349087) 426 days, 7:31:30.87

Dans la ligne de commande on peut voir que plusieurs paramétres sont entrés pour
snmpget :

e -v 2c pour désigner la version du protocole SNMP installé sur I'héte

e -c public pour définir le nom de la communauté a utiliser

e 10.10.100.1 qui correspond a I'adresse IP de 'équipement a interroger

Il faut savoir que les objets présents dans la branche mib-2 (nceuds .1.3.6.1.2.1) respects
un standard, une autre branche est utilisée par les constructeurs qui ajoutent des objets,
cette branche se situe aux nceuds .1.3.6.1.4.1.x, x étant un numéro attribué au constructeur.
Une autre branche est destinée a la version 3 du protocole SNMP.

On vient de le voir, SNMP a choisi 'espace de nommage de I'lSO, le langage utilisé pour
définir les objets est ASN.1 (Abstract Syntax Notation Number 1), les primitives de ces objets
sont définies dans la SMI (Structure of Management Information).

Malgré le fait que la MIB contienne énormément d’informations techniques, SNMP ne
permet pas de remonter des informations capitales pour la supervision comme I'état d’'un
service (Web, base de données...).

4.1.6. La sécurité

L’aspect sécurité doit étre pris en compte dans le choix d’'une solution d’administration du
réseau puisque si la solution utilise le protocole SNMP, celui-ci devra étre implanté et/ou
activé sur les serveurs, les routeurs, les pare-feux...ll est donc nécessaire de voir si
I'utilisation du protocole SNMP ne crée pas de failles importantes.

En revanche l'utilisation de SNMP implique I'ouverture d’'un service (sur le port 161),
voyons l'impact :

¢ Du point de vu d’Internet, la sécurité n’est pas modifiée puisqu’un pare-feu filtre tout
et que seul quelques protocoles (FTP, HTTP, HTTPS et Z3950 : communication du
catalogue du fond bibliographique) fournis par 2 serveurs sont disponibles ; il ne sera
donc pas possible d’interroger un agent SNMP.

e En interne ¢a se complique car toutes les stations de travail peuvent accéder aux
serveurs et aux équipements du réseau, il faut voir comment le protocole SNMP est
sécurisé puisque l'on a vu que I'agent SNMP nous permet d’accéder a un grand
nombre d’informations.

La premiére version du protocole base la sécurité sur la connaissance d’'une chaine de
caractéres (c’est la communauté) pour pouvoir accéder a la MIB. Cette chaine de caractéres
est donc présente dans toutes les requétes faites par le logiciel d’administration du réseau a
'agent SNMP, le probléeme c’est que la chaine de caractéres n’est pas cryptée et donc si
quelqu’un intercepte une trame de requéte il pourra sans aucune difficulté obtenir le nom de

la communauté et interroger a son tour les équipements.
H simple Network Management Protocol
varsion: 2C (1)
Community: public ¢——
PDU Type: RESPONSE (20
Request Id: Ox4chied03d
Error Status: MO ERROR (0D
Error Index: O
object ddentifier 1: 1.3.6.1.2.1.1.3.0 (SHMPVZ-MIEB::sysUpTima. ()
value: Timeticks: (3759348383) 435 days, 2:38:03.83

Partie d’une trame de réponse SNMP, la communauté apparait bien en clair.
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La seconde version avait pour but de corriger les limitations imposées par la SMI (par
exemple la taille des compteurs limitée a 32 bits) mais aussi I'aspect sécurité quasiment
absent dans la premiére. La mise a jour de la SMI a bien été réalisée (nouvelle version :
SMIv2) mais pas I'aspect sécurité. Les bénéfices apportés par la nouvelle SMI seront utilisés
dans la version SNMPv2c avec ¢ pour community puisque le mécanisme de sécurité reste
celui de la premiére version.

La version 3 achevée en 1999 met enfin en place une stratégie de sécurité consultable
sur la RFC2574 (User-based Security Model for version 3 of SNMP), voici les 4 axes
principaux :

e L’estampillage du temps pour empécher la réutilisation d’'un paquet (anti-rejeu).

e L’encryption pour ne plus pouvoir lire les informations de gestions contenues dans un

message.

e L’authentification pour empécher la modification du message par quelqu’un.

o La localisation des mots de passe permet de ne pas compromettre la sécurité du
domaine méme si 'un des agents est compromis.

3 niveaux de sécurité sont ainsi offerts :

o noAuthNoPriv : authentification par I'échange d’une chaine de caractéres:
community (v1 et v2c) ou username pour la version 3.

e authNoPriv : authentification par la technique de cryptographie a clé symétrique
HMAC-MD5 ou HMAC-SHA, I'authentification en passe plus en clair sur le réseau.

o authPriv: reprend le systeme d’authentification a clé symétrique mais ajoute un
chiffrement des informations sensibles (les réponses demandées et l'identifiant de
contexte : le port du routeur par exemple) contenus dans les trames SNMP pour les
rendre illisibles sur le réseau, chiffrement par 'algorithme DES en 56 bits.

La version 3 remplace la notion de communauté par celle d’utilisateur, chaque utilisateur
appartient a un groupe et chaque groupe a des droits d’accés bien définis a la MIB (objets
consultables, droit d’écriture, de lecture...) mais aussi un niveau de sécurité a respecter. On
peut ainsi mettre en place un groupe administrateur, chacun des utilisateurs devra
obligatoirement se connecter en auhtPriv et pourra consulter et modifier tous les objets de la
MIB.

En conclusion, il serait donc judicieux d’utiliser la version numéro 3 de SNMP qui assure
l'authenticité et la confidentialité des échanges entre la console d’administration et les
agents, mais quelle version est utilisée sur les équipements de la ville de Rezé ?

4.1.7. Le matériel est il compatible ?

La majeur partie des équipements d’interconnections du réseau (commutateurs,
routeurs...) de I'hétel de ville sont de la marque Cisco, le systéeme d’exploitation de Cisco
gere les 3 versions du protocole SNMP. On peut ainsi superviser ces équipements de fagon
sécurisée sans difficulté mais il faut que la console d’administration soit aussi compatible
avec SNMPV3...

Voyons maintenant ce que la Direction des Systemes d’Informations de la ville a besoin.
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4.2. Définition des besoins

Avant de comparer les solutions de métrologie et de supervision disponible, il est
nécessaire de définir clairement les besoins auxquels la solution devra répondre.

4.21. Domaine couvert, type de licence et langue

Il ne faut pas multiplier les outils car 'administration deviendra vite trop lourde, I'on
souhaite donc avoir une solution compléte qui sache faire de la métrologie, de la supervision,
des alertes...

Il N’y a pas de restriction au niveau du type de licence, cela peut étre une licence libre de
type Licence publique générale GNU ou une licence commerciale. Voici les avantages et
inconvénients :

La solution libre :

© Co0t nul de licence

© Facilité de personnalisation (le code est modifiable)

© Mise a jour gratuite (a condition que le projet soit suivi)

© Respect des standards pour une meilleure interopérabilité

® Assistance humaine pour l'installation, la maintenance difficile a trouver

La solution commerciale :
Livrable clé en main : installation, configuration faite par un intervenant
Contrat d’assistance possible avec I'éditeur de la solution
Garantie de stabilité
Mise a jour généralement payante
Aucune personnalisation n’est possible
Cout d’achat et de mise en ceuvre important

Il faut retenir que la solution libre permet une adaptation parfaite avec I'environnement du
réseau (possibilité de développer un systéme de vérification pour une application développer
en interne par exemple) mais il faut pour cela que les administrateurs sachent modifier le
code de la solution. La solution commerciale ne pose pas ce probleme puisqu’il n'est
généralement pas possible d’ajouter des fonctionnalités spécifiques ; il faut donc qu’elle soit
le plus compléte possible afin de couvrir les évolutions futures du réseau (nouveau service,
nouveau matériel...).

D06

La langue utilisée sera de préférence frangaise puisque les administrateurs du réseau ne
seront pas les seuls a utiliser la solution, par exemple les assistants techniques de premier
niveau seront amenés a l'utiliser. Une solution en anglais est tout de méme envisageable
puisqu’elle sera utilisée par des personnes ayant un minimum de connaissance des réseaux
et sera donc capable de comprendre la signification des mots en anglais technique.

4.2.2. L’interface homme machine

Que la solution soit sous la forme d’'une ‘appliance’ (désigne un équipement livré prét a
I'emploi) ou d’un logiciel d’administration a installer, I'interface entre la solution et l'utilisateur
doit répondre a de nombreux critéres.

4.2.2.1. L’interface elle méme

L’interface locale (disponible sur la machine ou est installée la solution) peut étre du type
fenétré ou par une interface web.

L’interface distante (accessible aux utilisateurs depuis leur poste) peut étre sous la forme
d’'une application JAVA ou d’un serveur http, elle est donc accessible par un navigateur
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Internet.
La gestion de profils utilisateur permettant a chaque utilisateur de personnaliser l'interface
distante serait un plus.
Il est par contre nécessaire que la solution permette de créer différents groupes
d'utilisateurs avec différents droits possibles :
o Droit de modification des paramétres (ajout d’'un équipement, modification des
cartes...)
e Droit d’affichage du statut du réseau (pour les assistants informatiques de premier
niveau)
¢ Droit d’ajouter, modifier et supprimer des utilisateurs et des groupes

4.2.2.2. Organisation des entités surveillées

Une organisation des entités sous forme d’'un arbre hiérarchique constitué de noeuds
peres et fils est indispensable, un nceud peut étre un batiment, un service municipal, un
routeur, un héte...

Un hoéte ou un host définit une entité physique connectée sur le réseau comme une
station de travail, un routeur, un commutateur... Chaque héte posséde ses propres
propriétés :

e Le nom (DNS ou NetBIOS)

Son adresse IP

Son icone (pour une meilleure compréhension de la carte du réseau)
Sa communauté SNMP en lecture et/ou en lecture et écriture

Son peére

Pour un routeur et un commutateur :

Interfaces a analyser

Lien vers I'administration en http, https ou telnet

4.2.2.3. La surveillance

La solution doit au moins étre en mesure de surveiller les serveurs (sous Windows 2000
server), les routeurs (matériel Cisco en maijorité), les commutateurs (Cisco ou 3Com), les
imprimantes et certains postes de travail.

Voici les différents types de surveillance qui seront utilisés si I'équipement surveillé le
permet :

4.2.2.3.a. Surveillance de la disponibilité

Contrble de la disponibilité des équipements en effectuant une interrogation SNMP ou
ICMP (ping) a intervalle régulier, au minimum toutes les 5 minutes, cet intervalle doit étre
personnalisable par équipement.

La couleur de chacune des entités (sur la carte) doit représenter leur état :

¢ Rouge lorsque I'équipement ne répond pas

e Orange si I'équipement ne répond pas plusieurs fois de suite (seuil réglable)

¢ Vert quand I'équipement répond

o Giris si la présence de I'équipement n’est pas testée

4.2.2.3.b. Surveillance des niveaux

Surveillance par SNMP des équipements compatibles de leur état et du taux d’utilisation :
e Charge processeur

o Utilisation de la mémoire

e Nombre de requétes SNMP traitées
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Pour une imprimante :

¢ Niveau des cartouches d’impression

o Nombre de documents en fil d’attente

o Nombre de pages imprimées

Pour un serveur ou une station de travail :

e Espace disque utilisé et restant

o Nombre de processus en cours

Pour un routeur et un commutateur :

¢ Nombre de paquets par seconde par interface
¢ Nombre de ko par seconde par interface

4.2.2.3.c. Surveillance des services réseaux

Contréle par SNMP ou par agent sur les serveurs de la ville pour vérifier la présence de
certains processus systéme.

Contréle du bon fonctionnement des services par une tentative de connexion, en
particulier pour les services suivants :

Web : requéte http et/ou HTTPS

FTP : tentative de connexion

DNS : résolution d’'un nom de domaine

POP et/ou SMTP : test de connexion a la messagerie
Partage de fichiers : test NetBIOS

LDAP : test de consultation de I'annuaire.

Effectuer un test de connexion TCP sur un port particulier

[}
[}
[}
[ ]
[ ]
Pour les services non pris en charge, une des deux possibilités doit étre présente :
[}
[ ]

Exécuter un script de test développé par un administrateur

Exemple

Requéte HHTP

Réponse HTTP 200 : le service fonctionne.

Console d’administration Serveur WEB

- /

4.2.2.4. Les graphiques

Nous souhaitons pouvoir générer différents graphiques pour toutes les ressources
systémes et réseaux que I'on souhaite et cela sur différentes échelles pour les graphiques
en fonction du temps : les 5 derniéres minutes, la derniére heure, les derniéres 24 heures,
les 7 derniers jours, les 30 derniers jours et les 365 derniers jours.

Taux d’échantillonnage minimal :

@)

Pour les derniéres 5 minutes et pour la derniére heure : taux correspondant a la
fréquence des relevés

Pour les graphiques journaliers : un échantillon toutes les 5 minutes

Pour les graphiques hebdomadaires : un échantillon toutes les heures

Pour les graphiques mensuels : un échantillon toutes les 6 heures

Pour les graphiques annuels : un échantillon par jour

ptionnellement elle peut offrir :

La possibilité de pouvoir générer un graphique personnalisé en précisant une période
comme de 8h a 20h il y a trois jours.
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e La possibilité de permettre d’afficher plusieurs graphiques en méme temps pour par
exemple étudier la charge processeur d’un routeur et le flux d’'une de ses interfaces
réseau : affichage en un graphique regroupant plusieurs paramétres ou sur plusieurs
graphiques

La possibilité d’'une exportation vers Excel ou en données bruts des valeurs.
L’affichage du maximum

La configuration des échelles utilisées (Axe x et y)

La personnalisation des couleurs, du titre, des légendes

Des graphiques de type Vumétre pour une visualisation instantanée : utilisation du
processeur...

4.2.2.5. La cartographie

Un systéme de cartographie complet est nécessaire pour permettre aux utilisateurs
d’avoir une vue globale de tous les équipements du réseau et de voir rapidement par
exemple l'impact qu’aurait la coupure d’'un lien. Le systéme doit étre complet mais
synthétique pour trouver efficacement d’ou vient le probléeme, le regroupage logique des
equipements est donc nécessaire : regroupage par sites, par service...

Un systéme d’auto découverte fiable serait un point positif mais dans tous les cas la
solution doit offrir la possibilité de gérer la cartographie du réseau manuellement pour faire la
différence entre la topologie logique (comprise par un systeme d’auto découverte) et la
topologie physique du réseau. De plus, la gestion manuelle de la cartographie permet une
meilleure hiérarchisation des éléments ce qui rend plus compréhensive les cartes.

Caftographie par le Iogiciel Nagios du réseau de I'hétel de ville.

PAB: .CTB
Up
5.CTE.KL.1
Up

R.CTB.K1.1
Up

PAEX . HOW
Up

S .HDY.EZ .4

hdvdt—rudigerz
Up

F.HDV.BZ.5
U

=

HOW .E5 .1
Up

i

Ead
S.HOV .BS .3 5.HDV.BS.2

) / Up \ Up
A __

HOYMS-17
Up

Une visualisation active permettant de visualiser graphiquement la structure (par site,
étage, service...) est nécessaire compte tenu de la taille du réseau. Une carte inter réseau
permettant de voir les liens entre les routeurs serait pratique.

La couleur d’'un objet est définit selon le résultat du test de disponibilité.
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Chaque objet doit proposer un menu avec différentes options selon le type d’objet
comme :
Afficher une MIB SNMP
Connexion Telnet, http, HTTPS
Requéte Ping par le protocole ICMP
Accéder au statut de disponibilité de I'équipement
Afficher un objet SNMP (uptime, charge processeur, bande passante utilisé...)
Afficher un graphique de I'un élément qui est surveillé (Utilisation de la mémoire par
exemple)

Une carte permettant de voir l'utilisation de la bande passante (en pourcentage) entre
certains équipements constituant le réseau permettrait de voir rapidement les éventuels
goulots d’étranglement et donc les évolutions a prévoir en termes de bandes passantes
nécessaires. Ce type de carte serait un point fort pour la solution.

Exemple avec la carte des flux des principaux liens de I'hotel de ville avec le logiciel Nagios.

Traffic load
1102
10252 — — - -
B 25-a0t CTM O-MEGA Megalis
I 40-552
55-708 R.CTE.KL.1
70-65% MEGALS
B 51002
EH 7
1%
HDV 2z
R.HOW B2 .2
R.HOY.B2 .4
S.HOV B2 .4 S.HOV.B2.5
PIX
Catalyst_6006 HOWSS_30 5 .0MZ_PUE.ES
5.HOV.B5.1 [5.Hov.B5.2 S.HOV .B5.4 S.HOV .B5.3
HOWSS_07

4.2.2.6. Gestion des événements

Un événement, c’est un changement d’état d’un équipement (Non réponse d’un routeur)
ou d'une valeur.

La gestion des événements est donc importante, la solution ne doit pas se contenter de
rapporter une quantité importante de données, elle doit savoir analyser ces données et
détecter une anomalie, une surcharge, une dégradation de la qualité d’'un service...cela
avant que ce soit un utilisateur qui prévienne les administrateurs du probléme.
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4.2.2.6.a. La notification

Une notification intervient lorsqu’un événement a lieu et si cet événement doit engendrer
une notification. Elle a pour but d’informer le plus rapidement possible les personnes
souhaitées. Bien s(r tous les événements ne doivent pas provoquer une notification, il doit
étre possible définir les événements a notifier, le seuil de notification et les utilisateurs et/ou
les groupes a notifier lorsque ce seuil est atteint.

On doit pouvoir modifier la fréquence de ces notifications (une notification toute les 5
minutes et cela trois fois) et cela par moyen utilisé : courriel, pager (petit équipement portatif
destiné a recevoir de court message), mini message... Par exemple, il est important de
limiter le nombre maximal de mini message a envoyer car cela colte cher.

Le systéme de notification doit gérer I'organisation logique du réseau : si un lien vers un
site distant ne fonctionne plus, il est inutile d’envoyer 40 notifications signalant que les 40
postes informatiques présents sur ce site sont injoignables.

4.2.2.6.b. Liste des événements

Sur linterface, on doit pouvoir visualiser la liste de tous les événements qui ont eu lieu.
Un systéme de filtre permettant de ne visualiser que les événements concernant un seul
équipement par exemple ainsi qu’'un systeme de comptage des événements sont
souhaitables.

Les événements doivent étre conservés au moins 1 an dans la limite de 20 événements
par jour pour permettre aux administrateurs d’analyser une panne ou un ralentissement
répétitif d’'un équipement par exemple.

4.2.2.6.c. Création d’un événement

D’aprés les points cités ci-dessus, la création d’'un événement implique l'utilisation des

champs suivants :
e Un nom d’événement
e Les équipements concernés par cet événement
L’élément déclencheur de I'événement :
Un seuil dépassé (charge du processeur, espace disque...)
Un changement d’état : 'h6te ou un service ne répond plus
Un probléme de sécurité : un nouveau service a été installé, un port a été ouvert...
Intervalle de contrdle de disponibilité, si contrdlé
Evénement sur réception d’'un Trap SNMP
Sélection de I'équipement envoyant ce Trap
Type de Trap : LinkUp, LinkDown...
Ajout de I'événement dans la liste des événements (pour éviter de « poluer » la liste)
e Laou les actions a réaliser :
e Notifier:

v’ Les utilisateurs et/ou groupes a notifier

v La fréquence de notification par moyens

v' Le message a envoyer (gravité, équipement...)

v Exécution d’un script

v" Modification de la configuration d’'un équipement (avec la commande SET de
SNMP par exemple)

v' Enregistrement automatique des fichiers log de I'équipement...
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4.23. Fonctionnement

4.2.3.1. La base de donnée

Une base de données sera nécessaire pour enregistrer par exemple : les valeurs
collectées, les événements, les éléments réseaux... L’'espace utilisé par cette base ne devra
pas dépasser une certaine valeur, ce sera a la solution de consolider sa base, en particulier
pour les valeurs relevées.

4.2.3.2. Matériel nécessaire

Dans le cas d’'une solution sous forme d’'une ‘appliance’, seule une connexion au réseau
de I'nétel de ville est nécessaire.

Dans l'autre il s’agira de l'installation d’un logiciel, I'utilisation d’'une machine dédiée est
envisageable c’est le cas de la solution actuelle. Le systéme d’exploitation actuellement en
place est Microsoft Windows 2000 qui est d’ailleurs le seul systéeme d’exploitation utilisé sur
tous les micro-ordinateurs de la ville, il sera possible de changer ce systéme d’exploitation
pour faire fonctionner une solution libre par exemple.

4.2.3.3. La configuration

L’installation et la configuration de la solution ne doit pas demander de compétences
particulieres et donc étre intuitive. La majorité de la configuration : définition des utilisateurs,
des équipements a surveiller... doit pouvoir se faire a distance via une interface web ou une
application cliente.

4.2.3.4. Les protocoles

Le protocole de supervision et de métrologie utilisera le protocole SNMP de la premiére
version a la version 2c¢ puisque tous les équipements ne sont pas compatibles avec la
version 3.

L’installation d’agents sur les serveurs est possible, ces agents doivent étre compatibles
avec Windows 2000 et les versions ultérieures (notamment XP et 2003). L’installation doit
étre simplifiée et les agents ne doivent pas rendre instable le systéme d’exploitation.
Windows 2000 intégre un agent SNMP qui est désactivé par défaut, il sera possible d’activer
celui-ci.

4.2.3.5. Adaptation au réseau

C’est a la solution de s’adapter au réseau de la ville, qui je le rappelle est répartie sur
plusieurs sites et notamment par des liaisons du type VPN (Virtual Private Network). Les
sites VPN distants sont cloisonnés par un Firewall et doivent étre surveillés. La solution doit
donc définir les modifications a faire au niveau du Firewall mais aussi des routeurs pour
gu’elle puisse les superviser.

4.2.3.6. La sécurité

L’acces a linterface distante utilisera un systéme d’authentification par nom d’utilisateur
et mot de passe ou en utilisant 'annuaire active directory (protocole LAPD).

La sécurité au niveau de la récupération des données dépendra du protocole utilisé, il n’y
a pas de niveau de sécurité a respecter puisque les attaques internes sont considérées
comme nulles mais une solution n’utilisant pas les options de sécurité offertes par le
protocole qu’elle utilise ne sera pas retenue puisque certaines interrogations passeront sur le
réseau Internet.
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La sécurité de Tappliance’ ou de I'application doit étre un minimum présente mais la
aussi les attaques internes sont peu probables et il ne sera pas possible d’accéder a la
machine par Internet.

4.2.3.7. La maintenance

Il ne doit pas y'en avoir ou alors trés peu puisque la solution doit étre autonome au
maximum.

La mise a jour de la solution peut étre payante ou gratuite, sauf en ce qui concerne les
mises a jour visant a combler une faille de sécurité qui doit étre gratuite.

4.2.3.8. La tolérance aux pannes

En cas de plantage du systéme d’exploitation, et donc d’'un redémarrage par coupure
électrique ou d’'une coupure électrique de la machine, la solution doit étre capable de se
relancer seule sans erreur.
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5. La solution mise en place

Le sujet de mon stage ne consistait pas a mettre en place une solution mais a analyser
les méthodes de métrologies et supervisions existantes pour déterminer ce qu’une solution
fasse, ce qui est inutile...pour guider mon service dans I'acquisition future d’'une solution.

J’ai néanmoins essayé une solution trés connue dans le monde des logiciels libres mais
aussi dans le monde de la supervision et la métrologie : c’est Nagios.

MONITOFRED EY

Nagios

HETWORE MOHITOFR

La communauté open source a dans un premier temps créée des solutions permettant
de répondre aux aspects les plus simple de la gestion d’'un réseau. Ces solutions s’étant de
plus en plus développées, elles offrent maintenant une alternative crédible face aux solutions
propriétaires.

5.1. Historique et caractéristiques

Nagios anciennement appelé Netsaint jusqu'en 2003 est qualifi€é comme un logiciel
capable de superviser un Systeme d’information complet. Il est disponible sous la licence
GPL (General Public License) permettant de jouir des libertés suivantes :

e Libre droit d’exécution pour n'importe quel usage,

e Libre droit d’étude du logiciel et de modification,

e Libre droit d’amélioration et de rendre publique vos modifications,

Libre droit de le redistribuer.
La licence ne pose donc aucune contrainte.

La communauté de développement est importante, le coeur de Nagios est écrit par Ethan
Galstad. Le projet est trés suivi, la derniére version stable date du 31 mais 2006. Il est
possible de trouver un support technique en France, plus de 25 sociétés de services sont
référencées avec des tarifs allant de 25 a 500€ de [I'heure (source:
www.findopensourcesupport.com). La mairie a d’ailleur réecemment regu (le 7 juin) de la par
d'une Société de Services en Ingéniérie Informatique (SSIl) de la région Nantaise, une
invitation a découvrir « Une solution compléte de supervision » :

Sigma vous propose de découvrir, autour d’un petit déjeuner, une solution compléte
de supervision d'infrastructure, matériels et services, adaptée a vos besoins :

NAGIOS.

Cette conférence se déroulera dans les locaux de SIGMA a La Chapelle sur Erdre

le jeudi 29 juin de 9h00 & 11h30.

sigma

INFORMATIONE AU SRV DL LTaME
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Un support par internet est aussi possible avec différents forums francophone et anglais
permettant d’exposer ses problemes et d'obtenir une réponse rapide (dans la journée
généralement). Ces forums créent une base de données imposante permettant de trouver
rapidement des réponses sans attendre.

The

NagiosBook La communauté de développement est imposante mais celle écrivant
les documentations I'est aussi puisqu’il est possible de trouver rapidement
les instructions d’installation, de configuration, de résolution des
problémes... dans plus de 10 langues.

[l fonctionne sur les systémes d’exploitation suivants : Linux, BSD

(Berkley Software Distribution), Unix et Os X. Il est déja présent sur la plupart des
distributions Linux.

30

Métrologie des systémes et réseaux de la ville de Rezé



5.2. Fonctionnement

Comme beaucoup de logiciels libres, Nagios est modulaire, il se décompose en trois
parties :

e L’Ordonnanceur (le moteur de l'application) qui organise et traite I'exécution des

vérifications, il détermine ensuite en fonction des réponses les actions a
entreprendre : mise a jour de l'affichage de linterface, notification, génération d’'un
événement...

o L'’interface web qui permet une vue d’ensemble du systéeme d’information et des
éventuelles disfonctionnements.

e Les plugins sont des petits programmes qui réalisent les opérations de vérification
des équipements, services et applications. Ces plugins permettent de s’adapter a des
besoins spécifiques d’'un systéme d’information. Il en existe une multitude, il est
facilement possible de les modifier ou d’en créer de nouveaux (langage de
programmation Perl, Bash, C++, PHP, Python...).

Principe des plugins :

En standard, Nagios intégre certains plugins dont un permettant d’interroger les
équipements par SNMP, il est donc possible de base de surveiller un grand nombre
d’équipements.

Principe de fonctionnement des plugins

4 I
Ressource ou
i service local
7 Plugin
Processus
Nagios
L Plugin — ] Ressource ou
‘\/ service distant
. J
Console d’adminitration | | Equipement distant

.

»

Il existe aussi des agents qu’il faut installer sur I'équipement. Il s’agit en fait d’un plugin
comme les autres mais qui est capable d’exécuter un autre plugin sur 'équipement : c’est
'agent NRPE (Nagios Remote Plugin Executor). Un autre agent permet de faire des
vérifications de type passives, la vérification n’est donc plus faite a l'initiative de Nagios.
C’est I'agent qui réalise les vérifications et qui envoie les résultats a Nagios au travers du
plugin NSCA (Nagios Service Check Acceptor) qui est en fait un daemon (processus
s’exécutant en arriere plan). Ce plugin permet une adaptation aux environnements
cloisonnés.
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5.3. Possibilités

Voici une liste non exhaustive des possibilités de gestion offertes :
Supervision des services réseaux : SNMP, POP, HTTP, LDAP...
Supervision des ressources serveurs : processeur, mémoire, disque...
Vérification en paralléle ou non des services.

Hiérarchisation des équipements pour différencier un serveur en panne d’un serveur
injoignable.

Notification paramétrable par les plugins : courriel, SMS...

Chaque vérification renvoi I'un de ces quatre états :

OK (pas de seuil dépassée, tout va bien)

WARNING (le seuil de cet état est dépassé)

CRITICAL (le seuil de cet état est atteint)

UNKNOWN (I'état est inconnu ou I'équipement est injoignable)

DN NN

AN NI NI NN

5.4. La couche Oreon

Le projet Oreon a été lancé il y a maintenant plus de trois ans, il a pour but d’offrir une
nouvelle interface a Nagios et d’offrir de nouvelles fonctionnalités.

L’interface est plus personnalisable, et intuitive ; elle facilite la configuration de Nagios,
des équipements mais aussi des services a surveiller. En effet la configuration de Nagios est
laborieuse, rien n’est possible par l'interface web d’origine il faut directement aller modifier
les fichiers de configuration et relancer le processus pour que les modifications soient prises
en comptes.

Voici a quoi ressemble la définition d’'un équipement avec un simple test par ping :

# 'hdvdt-rudiger2' host definition 0

#

define host{
use HTemplate Défaut_test ping
host_name hdvdt-rudiger2
alias Client : RUDIGER R
address hdvdt-rudiger2
parents S.HDV.B2.4
check_command check_host_alive
max_check_attempts 3
checks_enabled 1
low_flap_threshold 0
high_flap_threshold 0
notification_interval 15
notification_period 24x7
notification_options d
notifications_enabled 1

La simplification de la configuration n’est donc pas un élément négligeable, Oreon
présente cette configuration sous la forme d’'un formulaire et permet I'utilisation de Template
(définition par défauts) trés pratique lors de taches répétitives comme I'ajout de 15 serveurs
avec par défaut un test par ping.

Par ailleur l'interface étant entierement franchisée, il n'est pas difficile de comprendre
I'utilisation de celle-ci.

Oreon offre aussi un systéme de carte météo du réseau, ce systéme se base sur les
sondes qui relévent le trafic des interfaces des routeurs, commutateurs et les serveurs. Ce
systéme est classé en développement puisque les développeurs migrent vers un plugin PHP
intitulé php-weathermap en remplacement du langage perl.
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Le projet est lui aussi trés bien suivi, la derniére version BETA disponible date du premier
juin 2006. Il est également publié sous la licence GPL. Oreon étant une interface de Nagios,
il faut bien entendu installer Nagios en premier.

5.5. Installation

Nagios fonctionnant sous Linux et ayant de bonnes connaissances de la distribution
Debian, j'ai choisi d’installer celle-ci.

N’ayant qu’une machine et n’étant qu’'un essai d’'une solution, jai utilisé le logiciel
Microsoft Virtual PC pour lancer une machine virtuelle sous Windows sur laquelle j’ai installé
Debian. Cela présente plusieurs avantages dont la portabilité de la solution de supervision
quelque soit I'architecture matériel ne demande aucune modification de la configuration, en
cas de plantage il n’y a que la machine virtuelle de touchée...

5.5.1. Le systéeme d’exploitation

L’installation de Debian n’a posé aucun probléme, installation a partir d’internet puisque
trés peut de paquets sont nécessaires: pas dinterface graphique, pas de logiciel de
bureautique...

A la fin de l'installation environs 600 Mo sont utilisés. A ce stade le systéme n’offre aucun
service sauf un accés a distance SSH. J'ai fait ce choix pour n’installer que le strict minimum
mais aussi pour choisir les bonnes versions des logiciels dont Nagios et Oreon se servent.

5.5.2. Les dépendances

Les pré requis de Nagios sont peut nombreux, il faut que le protocole TCP/IP soit bien
configuré puisque I'on souhaite surveiller les équipements sur le réseau. Il faut également un
compilateur de langage C. Ces deux éléments sont déja présent puisque l'installation se fait
par le réseau le protocole TCP/IP fonctionne et le compilateur était lui nécessaire a
l'installation des paquets de base.

Un serveur web a du étre installé, jai utilisé apache (version 2) car c’est celui que je
connais le mieux. Pour la génération des images incluse dans les scripts CGI (En anglais :
Common Gateway Interface, c’est un procédé consistant a ne pas afficher le contenue d’un
fichier mais a exécuter un programme pour en afficher le résultat), Nagios a besoin de la
librairie GD écrite pas Thomas Boutell’s.

Oreon utilise une interface écrite principalement en PHP, cette interface se base sur une
base de données de type SQL.
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Voici un récapitulatif des logiciels utilisés :

apache?2 2.0.54-5 Serveur HTTP

apache2-common 2.0.54-5 fichiers de base du serveur HTTP

apache2-mpm-pr 2.0.54-5 module du serveur HTTP

apache2-utils 2.0.54-5 utilitaire de configuration et de débug

libapache2-mod 4.3.10-16 Librairie d’exécution des scripts HTTP

libdbd-mysql-p 2.9006-1 Interface entre les scripts perl et la base MySQL

libdbi-perl 1.46-6 Librairie pour les scripts perls

libgd2 2.0.33-1.1 Librairie GD version 2

libgd2-xpm 2.0.33-3 Librairie GD version 2

libgd2-xpm-dev 2.0.33-3 Librairie GD version 2

libgdbm3 1.8.3-2 Librairie GD version 2 (routine d’exécution)

libjpeg62 6b-10 Librairie pour la génération d’images JPEG

libjpeg62-dev 6b-10 Paquet de développement de la librairie JPEG

libsnmp-base 5.1.2-6.2 Librairie pour le client SNMP

libsnmp5 5.1.2-6.2 Librairie pour le client SNMP

mysql-client 44.1.11a Client en ligne de commande de la base MySQL

mysql-common 44.1.11a Base MySQL

php4 4.3.10-16 Gestion du langage PHP pour apache

php4-cgi 4.3.10-16 Exécution de CGI dans les scripts PHP

php4-cli 4.3.10-16 Interpréteur de ligne de commande PHP

php4-common 4.3.10-16 Paquet commun au langage PHP

php4-gd 4.3.10-16 Utilisation de GD au travers des scripts PHP

php4-mysql 4.3.10-16 Gestion de la base Mysql au travers des scripts PHP

php4-snmp 4.3.10-16 Gestion de SNMP au travers des scripts PHP

phpmyadmin 2.6.2-3sargel Client MySQL par une interface WEB

postfix 2.1.59 Acheminement des mail vers un serveur SMTP

rrdtool 1.0.49-1 Génération des graphiques

snmp 5.1.2-6.2 Paquet pour faire des interrogations SNMP
5.5.3. Installation de Nagios

Une fois les dépendances faites, l'installation ne pose normalement pas de probleme, j'ai
simplement générer les fichiers de configurations utilisés pour que le compilateur C sache ou
se trouve les différentes librairies, leurs versions... Il suffit d’exécuter un script en tapant:
‘./Configure’

Il faut ensuite créer l'exécutable d’aprés les fichiers source et la configuration
précédemment générée en effectuant un ‘make’.

Maintenant il ne reste plus qu’a installer le programme avec la commande ‘make install’
qui provoque la lecture du code contenant les instructions d’installation.

Nagios est maintenant installé, il reste a le configurer mais Oreon est ici pour simplifier
cette fastidieuse tache.

5.5.4. Installation d’Oreon

Oreon n’étant pas un logiciel mais une interface WEB, c’est un simple script qui demande
le répertoire d’installation de Nagios (qui est par défaut /usr/etc/nagios/), le répertoire ou
Oreon sera installé puis ou se trouve ‘sudo’ qui permet d’exécuter des commandes en tant
que super utilisateur (root).

Oreon a ajouté un alias dans la configuration du serveur Apache :
Ainsi lorsque I'on accéde a la page WEB avec une adresse du type :

http://127.0.0.1/oroen/
le serveur affichera la page d’accueil présente dans le dossier : /usr/local/oreon/
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5.5.5. Configuration de base

La configuration se finalise au travers de quelques pages WEB, il faut indiquer
I'emplacement du binaire rrd, des plugins Nagios, I'adresse du serveur MySQL...

Les deux derniéres pages permettent de créer un compte administrateur et la derniére
injecte les tableaux de données dans la base MySQL (une cinquantaine).

Voila la configuration de base est terminée, Oreon et Nagios sont opérationnels.

£ Page d’accueil : identification : )

5.6. Adaptation au réseau et utilisation

5.6.1. Configuration des Hoétes et des services a surveiller

Il faut dans un premier temps prendre connaissance du fonctionnement des sondes (ou
plugins), comment ajouter un équipement, comment Iui associer des services de
surveillance, savoir gérer les groupes d’équipements, de services...

Je ne détaille pas ces étapes qui n’ont rien de complexes mais sont longues a réaliser vu
la taille du parc informatique. Le but n’était pas de mettre en place une solution compléte,
configurée et donc fonctionnel pour le service Systémes et Réseaux, c’est pourquoi je n’ai
pas ajouté tous les équipements, notamment certains serveurs, routeurs des sites distants...

J’ai ajouté un nombre suffisant d’équipements pour me permettre de voir, tester, critiquer
les différentes fonctionnalités.

Au total ce sont 58 équipements supervisés avec 115 services qui leurs sont associés.
Cela va de la simple vérification de présence de I'équipement pas un test « ping » a la
surveillance de la charge processeur et mémoire du firewall, des routeurs, des serveurs...

Voici un résumé des possibilités de configuration :

e Gestion de Template pour les équipements, les services et les graphiques (titre,
légendes, valeurs affichées...). Mise a jour automatique de tous les équipements ou
services lorsque I'on modifie un Template. Cette mise a jours n’est malheureusement pas
disponible pour les graphiques, ce point faible sera corrigé dans la nouvelle version.

o Systéme de détection automatique des équipements

e Systéme de duplication d’un équipement permettant de copier toute la configuration et
les services qui lui sont attribués.

e La carte des flux n'est pas générée automatiquement puisque c’est techniquement
difficilement réalisable. Néanmoins la configuration est longue, il faut créer un fond de
carte sous un logiciel d'imagerie, I'exporter au format PNG en 256 couleurs avec un fond
transparents. Puis ajouter les équipements pour lesquelles il existe au moins un service
portant le mot « traffic » et attribuer une position sur les axes X et Y au pixel prét.
La configuration ma pris une journée pour 18 équipements, elle est visible page : 46.

35

Métrologie des systémes et réseaux de la ville de Rezé



e La gestion des sondes est facilement compréhensible, une liste d’arguments est
appliquée aux plugins qui réalisent la vérification. L’ajout d’'une sonde est possible via
l'interface ce qui est pratique pour un utilisateur ayant peut de connaissance de Linux.

5.6.2. Fonctionnalités

Voici un petit descriptif des fonctionnalités offertes par le couple logiciel Nagios/Oreon.
Coté supervision on a :

e Supervision des équipements réalisant l'infrastructure du réseau (bande passante par
ports, charge du CPU, de la mémoire...)

e Supervision des serveurs ou stations de travails (charge CPU, charge mémoire, charge
des interfaces réseaux, température...)

e Supervision des services offerts (WEB, courriels (SMTP, POP3), bases de données...)

o Certaines de ces supervisions offrent I'utilisation de graphiques : globalement toutes les
données numériques (charge, température, bande passante...).

Coté gestion :

o |l est possible de créer une arborescence des équipements constituants le réseau, ce qui
permet de respecter la logique du Systéeme d’Information et d’obtenir une cartographie
réaliste du réseau.

e Toute défaillance génére un événement et une notification si celle-ci est activée.

o Le systeme de notification est complet, les notifications sont envoyées par courriels ou
SMS a condition de disposer d’une passerelle.

e |l est possible de programmer une maintenance sur un équipement, ce qui désactive les
notifications pendant toute la durée de la maintenance.

o L’interface est multi utilisateurs, chaque profil comprend la langue utilisée, les droits de
configuration ou non et les ressources visibles.

e |l est possible de générer des graphiques personnalisées (dans la nouvelle version, une
fonction permet d’intégrer plusieurs sources dans un méme graphique).

e La configuration est bien s(r exportable, la mise a jour de Nagios ou Oreon semble
facilement réalisable. Lors de I'ajout ou la modification d’un équipement ou d’un service,
il faut générer les fichiers de configurations de Nagios puis redémarrer celui, ces deux
opération se réalisent par l'interface WEB en quelques clique. Un systéme de débogage
permet de voir les éventuelles erreurs dans la configuration comme un équipement sans
service associé, un nom d’équipement comportant des caractéres spéciaux susceptible
d’engendrer un mauvais fonctionnement des plugins...
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Coté cartographie :

e Une carte du réseau est disponible, elle est générée automatiquement en se basant sur
les dépendances entre les équipements, celle-ci fonctionne bien mais lorsqu’il y a trop
d’équipement elle devient illisible. Il est possible d’attribuer une représentation graphique
pour chaque équipement, ce sont des images ‘png’, cette attribution se fait trés
facilement avec une fonction d’'upload des images intégrées a l'interface.

e Cette méme carte est disponible en 3D, un peut gadget comme fonction...

e Une carte des flux comme promis dans les documents est disponible, elle offre de bons
résultats mais le langage utilisé étant en perl, la génération est longue plutét longue
(environs 5 secondes). Cette fonction est en cours de réécriture par les développeurs.

5.7. Conclusion du test

Oreon et Nagios offrent une bonne solution de supervision et de métrologie cependant le
périmétre technique couvert par cette solution Open Source ne semble pas aussi étendu
gu’une solution propriétaire. La solution couvre a peu prés tous les aspects définis dans les
besoins du service (Paragraphe 4.2).

Je préconise cette solution au service Systemes et Réseaux car elle est simple
d'utilisation, stable, compléte et en constante évolution. Le probléme posé par cette solution
c’est quelle fonctionne sur une plateforme Linux, aujourd’hui aucune personne dans le
service n'a de connaissance suffisante pour mettre a jour la solution et le systéme
d’exploitation mais surtout si un disfonctionnement de la plate forme de supervision survient,
personne ne sera capable de résoudre le probléme. La solution serait de confier l'installation,
la configuration et la maintenance a une société de service informatique comme celle qui
leur propose de découvrir Nagios.

Mon maitre de stage envisage d'utiliser cette solution car elle répond aux besoins
exprimés par la Ville de Rezé.
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6. Rezé les couleurs

6.1. L’événement

La ville de Rezé n'a pas reellement de centre, puisqu’elle est en réalité composée de
plusieurs villages réunis au XVIII*™ siécle. C’est donc dans une idée d'impliquer tous les
quartiers autour d’'une méme manifestation que Rezé les couleurs a été créé.

Chaque quartier est invité a hisser 'une des six couleurs (une par quartier) qui lui a été
attribuée, c’est I'occasion de mieux connaitre des voisins, d’organiser des repas, des
animations, des concerts...

6.2. L’implication du service

Pour I'édition 2006 la ville de Rezé a investi dans un projet de Totems interactifs. Un
Totems c’est une colonne de 2 métres dans laquelle sont superposés quatre écrans, munis
d’'une webcam les habitants de chaque quartier pourront défendre leur couleur en se faisant
prendre en photo, photo qui est instantanément affichée sur tous les totems et sur internet.
Ainsi trois Totems ont été installés dans la ville.

6.3. L’implication du service et mon réle

Pour que les photos s’affichent sur tous les totems, ceux-ci doivent pouvoir
communiquer, c’est la que mon service intervient.

Sur les trois sites investis par les totems le réseau de la ville est présent, il était donc
possible d'utiliser le réseau de la mairie pour permettre la communication des totems mais
ceux-ci réclament l'ouverture de ports spécifiques sur le routeur de chaque site, I'ajout de
régles dans le pare-feu... Devant cette complexité technique et en prenant en compte que ce
n’est que pour trois mois, un partenariat avec France Telecom a été mis en place.

France Telecom a donc mis a notre disposition une ligne ADSL sur chaque site, il ne
restait plus qu'a configurer puis installer les trois routeurs pour offrir un accés internet aux
Totems.

C’est ici que jinterviens, on m’a chargé de configurer les routeurs, d’ouvrir les ports
demandés par le créateur des Totems et d’autoriser un accés a distance a linterface de
configuration des routeurs (interface WEB sécurisée par le protocole HTTPS).

Ce sont des routeurs de la marque Cisco avec un modem ADSL intégré, quatre ports
Ethernet et un port console pour la configuration en ligne de commande.

La configuration n’a pas posé de probléme, une partie est reportée page 41.

Une fois la configuration du premier routeur testée en essayant la redirection des ports,
la configuration du pare-feu et l'accés a la console d’administration, jai dupliqué cette
configuration aux deux autres routeurs pour n’avoir plus qu’a modifier les identifiants ADSL.

Une fois que France Telecom nous a indiqué que les lignes ADSL étaient en place, nous
nous sommes déplacés sur les différents sites pour mettre en place les routeurs. J’ai ainsi pu
cabler I'arrivé ADSL sur le routeur, puis brasser le lien Ethernet vers la bonne prise réseau.

Sur 'un des sites il N’y avait pas de prises réseau a proximité du Totem, le passage d’un
cable n’étant pas envisageable dans un lieu public nous avons utilisé une transmission par
courant porteur en plagant deux boitiers CPL (Courant Porteur en Ligne) : un dans la baie de
brassage, I'autre sur la prise électrique utilisée par le Totem.

6.4. Conclusion

Ce projet m’a donné I'occasion de voir la topologie physique du réseau des sites distants,
et m’a donné 'occasion d’exercer le métier d’'un technicien réseaux pendant quelques jours.
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7. Conclusion

Ce stage est ma premiére expérience du monde des collectivités locales, j'ai été surpris
par la taille du réseau en place, par la modernité des technologies utilisées et par les
moyens matériels et humains mi a la disposition des utilisateurs du Systéme d’Information.

Il m’a été proposé un sujet intéressant puisque beaucoup d’organisation réfléchissent sur
une solution leur permettant de connaitre I'état de leur réseaux mais aussi d’avoir de
précieux indicateurs pour anticiper les évolutions a réaliser et ainsi mieux gérer leurs
budgets d’investissement et de fonctionnement.

Ce stage m’a enrichi personnellement et professionnellement car jai appris a gérer un
projet du début a la fin et @ m’intégrer dans une équipe. A cette occasion j'ai pu mettre en
pratique mes connaissances théoriques acquises au cours de ma formation sans pour autant
avoir des connaissances dans le domaine de la supervision et de la métrologie. Pour
compléter mes connaissances je me suis appuyé sur des documents trouvés sur Internet et
par le biais d’échanges formels et informels avec mon maitre de stage et les membres de
I'équipe « Systeémes, Réseaux et Télécommunications ».
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Annexes

7.1. Les Totems interactifs

7.1.1. Un Totem et quelques ceuvres
Un des Totems :

La seconde, I'un des deux techniciens :

Hatel de ville de Rezé
le 27-04-06 & 17:03
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7.1.2. La configuration des routeurs

Voici les regles de translation pour autoriser les ports :

e vers l'adresse privée du Totem : 192.168.1.40 :
e 1501 entcp

1500 en udp

1194 en udp

22 (SSH) en tcp

80 (HTTP) en tcp

e le port 443 pour accéder a distance a l'interface de configuration mais que de la mairie
(sélection par I'adresse IP de la mairie qui est la seule autorisée a utiliser le port 443).

Voici les reégles pour la translation statique des ports vers le Totem :

.40 1501 interface Dialer0O 1501
.40 1500 interface Dialer0 1500
.40 1194 interface Dialer0O 1194
.40 22 interface Dialer(0 22
.40 80 interface Dialer0O 80

ip nat inside source static tcp 192.168.
ip nat inside source static udp 192.168.
ip nat inside source static udp 192.168.
ip nat inside source static tcp 192.168.
ip nat inside source static tcp 192.168.

PR

Il N’y a pas besoin de translater le port 443 vers le routeur puisqu’il aura directement une
adresse publique.

Maintenant voici les regles du pare-feu autorisant n’importe qu’elle adresse IP a
communiquer avec le Totem sur les ports définis ci-dessus et les 3 adresses IP publique de
la mairie pour 'administration a distance du routeur :

access-list 101 permit tcp any any eqg 1501

access-list 101 permit udp any any eq 1500

access-list 101 permit udp any any eq 1194

access-list 101 permit tcp any any eq 22

access-list 101 permit tcp any any eq www

access-list 101 permit tcp host 212.234.243.1 any eq 443
access-list 101 permit tcp host 217.109.172.1 any eq 443
access-list 101 permit tcp host 217.109.172.13 any eq 443
access-list 101 deny ip any any log
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7.2. Oreon en images

7.21. La page d’accueil

Yo
®Oreon
r_'° e Surveillance

Etat du réseau

Etat des ressources

Rapport Graphigues

Options Configuration Romain RUDIGER ([ d=i) - 030672006 1706

teszerices [

H v - 57
o 28z W ooun - 1
O UNREA - ©

Hosts health

Services health

@ ok - 114

[] WARNING - ©
[ CRITICAL - 1
[T PENDING - ©
[ UNKNOWN - ©

5 Détails des Hostgroup

Huw-3
1003 o7+ ] oowW - o
B UNREA - 0

Sitesdistants VPN - Host

Huw-z
1003 o7+ [ oowW - ¢
B UNREA - 0
H up - 38
1003 o7+ [ oowW - ¢
B UNREA - 0

Touraine - Host

Huw-z
[ Down - 1
B UNREA - 0

LaNoelle - Host

HDV - Host

Touraine - Service

M| ok-3

[] WARNING - ©
[ CRITICAL - O
[E PENDING - ©

B UNKHOWN - O

SitesdistantsVPN - Service

m|oo-2

[] WARNING - ©
[ CRITICAL - 1
[E PENDING - ©
[ UNKNOWN - ©

LaNoelle - Service

m|oo-2

[] WARNING - ©
[ CRITICAL - O
[E PENDING - ©
[ UNKNOWN - ©

HDV - Service

[ ok - o4

[] WARNING - ©
[ CRITICAL - O
[E PENDING - ©
[ UNKNOWN - ©

- Déconnexion

On voit bien ici qu’un site distant relié par une liaison ADSL ne répond plus, un clique sur l'un
des graphiques nous enverra sur la page résumant I'état du réseau.
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7.2.2. Le résumé des statuts

Yo
9 ' r —_
Accuei Surveillance Rapport Graphiques Options Configuration Romain RUDIGER { dsi) - D8/06/2006 17:08 - Déconnexion

Host En
Détail des Hosts UP DM INACCESSIBLE Ok CRITIGUE ATTEMNTION SUSPENS I CORML
Problémes des Hosts 57 il
Détail de= Host Groups m— 1] 1] ]
Senice
Détail des Services Informations de status de tous les Host Groups
Froblémes des Services :
Rl A |  HostGroup  TotalHostStatus  Total Service Status
Status et ardonnancement | o . .
Sl ouraine up 3 OK3
Grile de status SitesdistantswPH L [EIE oK 2 FITICAEN
Crdonnancement

. LaNoelle 1t up 2 0K 2
Qutils
Informations sur les processus HDw b uUp 38 0K 94
Historigue des événements
Temps d'arréts Diderat 11t up 3 oK 3
Commentaires CTM L UR4 oK 4
Inventaire p— . =
Serveurs : L L
Recherche Balliniere 'Lt upiz OK2

Développement
Carte des flux

Carte des statuts
Carte des statuts 30

Generated in 0.275 zecondes
Oreon - Magios - @ 2004-2005 Oreon All Rights Rezerved,

On retrouve donc sur le résumé de I'état du réseau, I'équipement qui ne répond plus.
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7.2.3. Les détails des services

Accuei “Surveillance: Rapport Graphigues Options Configuration Romain RUDIGER ( d=i) - 08/06/2006 17:07 - Déconnexion
Host En
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. mis w,1d, 2h, raffic: 143, ' (0.0 )in, 161, s (0.0%) out - Total
Irventaire tEticharts SuecehDy s = - 17:06:12 MB35 Bytes: 1333.11 MB, Total TX Bytes: 2001.21 MB
SErveurs ; T DREA006 1w, 1d,2h, 34 Tratfic: 54,85 kBis (0.0%) in, 6769 kBis (0.0%) out - Total RX Bytes:
(4R}
Eechetehe taispona s ees o RIS - 17:06:12 moE3s " 233231 MB, Tetal TH Bytes: 3797.28 MB
. ) . DROE006 1w, 1d,Zh, 34 Tratfic: 7150 kBis (0.0%) in, 92.00 kBis (0.0 out - Total RX Bytes:
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arte des fiux
; - DROB006 1w, 1d,Zh, 34 Traffic: 17901 kBiz (0.0%3in, 19468 kBiz (0.0%) out - Total RX
Wi
Carte des statuts MR A 4 - 170554 mE3s " Bytes: 3030.35 MB, Total TH Bytes: 223504 MB
Coble de sttt oD DRMEA006 1w, 1d,Zh, 34 Tratfic: 654.41 Bis (0L0%)in, 1.39 kBis (0.0%) out - Total RX Byt
i (35 w, ) 7 rarfic: ;. 3 & in, 1. 53 - out - al es!
SR e T L - 17:05:31 mo&3s "2 630,01 MB, Tetal TH Bytes: 1453.31 MB
) ; DRMEA006 1w, 1d,2h, 34 Tratfic: 1.12 kBis (0.0 in, B 32 Bis (0.0%) out - Total RX Bytes:
WE
RIS RS [ LY - 17:05:53 mo&3s > 087.67 MB, Tetal TH Bytes: 87519 MB
. DROED0E 14, 4h,53m
¥ [P o Sl . X
HO%WhAS-05 charge cpul i - 17:07:02 505 103 Ok value : 28
. D006 14, 4h,53m
(i L4, . .
charge cpuz LR - 17:05:43 A0 = 142 Ok walue @ 20
ping WM § - n?;ng;zg?a il &, 55302' 13 GPING DK - it minfavgimaximdey = 0.400/0 5500 59200143 m=
HOws-17 () ping WM - D?;nggzgga A6l 41642' 13 GPING DK - it minfavgimaximdey = 1 64543 205/4.04601 650 mz
test http Wi § OSMBZ006 28R 44M. 4 7R gle; HTTRA 0 200 CREATED - 0,464 second response time
17:06:41 855
i . DBOEA00E 34, 11h,3m
~ i) (i . . . .
HOg-24 (L charge cpul | JUP - p sa 13 Okvalue:d
. DRS00 1d,19h, 4T m
(i . . . .
charge cpuz Wiy - 17:06:02 57 = 142 Ok walue : 1
ping WM s DBMBZ006 3. TR 3M. s GRING 0K - it mindmvgimanimdey = 0,420/ 266421130 847 ms
17:05:42 s
. DBOE006 34, 10h,33m
z [P o . . X
HOMAMS-25 charge cpul L JUP - e sie 13 Dkvale:o
R DBOE006 34, 10h, 32 m, .
chargs cpu2 w5 - o) sie 17 Dkwvalus:o
ping WM § LE/05 2003 Tw TR EM. s GRING OK- it mindvgimanimdey = 5.008/6 00348 7081 808 ms
17:06:41 445
i . DBOEA00E 24, Th 3 m
~ i) (i L . .
HOng-zs (L charge cpul | JUP - Fepa e 1B Dkvalue
. DROE006 34, 10h, 34m
(i . . . .
charge cpuz Wiy - 17:06:11 15z 142 Ok walue @ 3
) R DROE006 1w, Bh, 39 m, ) _
ping o - 17:07:02 25 /2 GPING 0K - it minfavg/maximdey = 0.405/4 86252 731/4. 162 m=
. DRS00 1w, 1d,Zh, 34
z [P LAd Zh, X
HOMAM5-34 charge cpu L JUP - e ahe 13 Dkoale o
ping WM s A Tw R 8Mm. e GRING OK- it mindvgimanimdey = 05000 51805370 020 ms
17:05:54 45
i . DROEA00E 34, 11h, 4m
a5 L) g SR 4m, .
HOgas L charge cpul L JUP - Fepy 5o 13 Okvalue:0
. DROEA00E 34, 11h, 4m
i . . . .
charge cpuz LR - 17-05:54 5 142 Ok walue : 0
ping 5 - ns]s;ng;zg?a Stk il h';srg' 13 GPING DK -t minfavgimaximdey = 0405/ 81242 219/ 407 ms

Détail des services, avec : la durée depuis laquelle I'état du service n'a pas changé, la date
de la derniére vérification, la réponse du plugin, un accés direct aux graphiques, a la
configuration de I'équipement, des services...
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7.24. Les graphiques
Voici les graphique correspondant au trafic entre le pare feu et le routeur de sortie

Internet :
~ o
@
Accueil Surveilance Rappart Graphigues Options Configuration
SRS PIX-01 - traffic outside @ 100 Mhjs vers RHDV.B24 & @ Graphiques
GraphsWision - traffic outside @ S vers B2.4 % phig
hiodéle de graphicgue
® Proprigtés de base Courant Catalyst_6006
® : ; : et
el % Courant - traffic outside @ 100 Mb/s vers R.HDV.E2.4 - PIX-01 hdvdt-rudiger2
SLIEH = ) . : S.HD¥.B2.4
Graphigues d'un host D ’—‘ HDYMS-05
Catalyst_BO0G c | 5.HDY.B5.3
hidvett-rudiger2 .3 |
SHOV B2 4 £ = _‘_L—L SRR
HOYMS-05 e = HDYMS-17
8 il 1 : L
SHDY BS 3 = = 1 R B | HDY¥MS-24
S HDY 55 1 = — Sy == e
HOAME7 2 09200 08220 00240 10200 10220 ikttt
HOMS-24 3 HDYMS-25
B &3 DU 0970672006 08:41 AU 09/06/2006 10141 o vieiag
HOV S35 B traffic entrant Actuel @ 52.58k Min:  29.58k Mowen @ 74,92k Max: 164,34k
o O traffic sortant Actuel @ 11.42k Min:  6.17k Moyen : 22.53k Max: 135.71k HDYIS 34
By S.HDY.B5.4
=hEa Derniare journée PR R
HDYMS-35 HDYS5-04
HDE5-04 ﬁjer‘niér‘e journée - traffic outside @ 100 Mbs/s vers R.HDV.BZ.4 - PIX-01 HDYS5-07
HDY 33-07 o | | \ \ , , ;
HDAYS5-10 & 20k ! ! ! ) HDYSS-10
HOYES-11 2 HD¥55-11
o :
e £ S HD¥S5-30
PABK.BAL % PIX-01
SEALI A = d ey ; : i M UAT g PABX.BAL
;ﬁgﬂ% z 12:00 14100 1600 18:00 20100 22:00 00:00 0200 04:00 0600 08100 10:00 S.BALIL.1
A i . ]
PABK CTh . Du 0870672006 10341 fu 09/06/2006 10341 PABX.CTB
SCTMLA A W traffic entrant Actuel :  52.58k Min: 257.90  Mouen @ 35.20k  Max: 186.20k S.CTB.K1.1
FPABX.DID O traffic sortant Actuel @ 11.42k Min: 285.11  Mogen : 9.96k Max: 179.2dk PABX.CTM
500314
S . S.CTM.L1.1
PAB.TOU BERTE S NS PABX.DID
e Wernitre semaine - traffic outside @ 100 Moss vers R.HDV.B2.4 - PIX-01 5.DID.G1.1
CTBKI. b . | i PABX.HDY
RHDW B2.2 e} 200 k - -
R HDY B2 4 g i PABX.TOU
RHOMA c if | m S.TOU.P1.1
RRAGI u | :
S ..é 100 k I IJ R.CTB.K1.1
SwitchO-MEGA a - 1!:! CHFIDHE
g.gm.rﬂﬁu £ it o Vs reipad gl AM] R.HDY.B2.4
S.DID ('31 2' B Sat Sun Man Tue Wed Thu R.HOM.1
B o o R.RAG.1
Voici maintenant la charge processeur du pare feu sur les sept derniers jours :
Ed
Dernicre semaine - charge cpu - PILX-01 =
E
~
re 15 ; -
= ]
fimi | Al "
priv =
= 1 | | F
o 4 ) TR | I 2
o R F T T LI B3
1 Fl ' )
o . -
L] ] | 1 [ "Ii i ¥ §
i (! Ll Kl P 1 'l I | ] I
E oot N R S T e, L Wain o ] b I iy T
o
o-
Sat. Sun Mon Tue Wed Th
Oy OZ2/06/2006 10:d43 AU 097062006 10:43
O charge cpu  Actusl : 9.72  HMin: 2.00  Mowen 4,14 HMax: 14.31

Une relation entre le trafic et la charge processeur est clairement visible, le pare feu semble
bien dimensionné.
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7.2.5. La carte des flux

Traffic load
=1—1oz

-k CTM O-MEGA Megalis

?g:ggg imtrs || inter || extra
Bl =5-1002

oF 1393
1%
HDV
&

=
&

5.HOw.B2.4 5.HOY B2 .3

FIx
S.HOVW .BS .1 S.HOW.BS.2 5 .HOV.BS .4 S.HOY .BS.3

Tous les utilisateurs sont dirigés sur la sortie internet de Mégalis, celle-ci sature a certains
moments de la journée.

CTM correspond au site distant relié par une liaison spécialisé France Telecom en 2 Mo.
Tous les autres liens semblent surdimensionnés sauf lors des sauvegardes puisque les
interfaces réseaux des serveurs et du NAS ont un débit de 100 Mbits/s et forment donc un
goulot d’étranglement.
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7.2.6. La carte des statuts

PAB .CTE

[
Hewett—rudiger? _-m
Up ﬂi%ii'

LeHOY B3 .2
Up

1

HOWHS 24
Up
S.HOV.C1.3 _
(i} /
S.HDV.C2.1 i <
i s 2 0 _4q%i' ;
HOIM5-34
L s v 0 il E
" :::F .rn_]l ] 1qiii!l'P"ﬁ'l o .:::F i
wovss s S S R
HP Howss 1o Rl Al ] ] - s o5 P
te HD”32'?%vss—%ﬁvms_g@vms—f@”ﬂﬁ'l? He
Up L Up
On retrouve le routeur ADSL du site distant qui ne répond plus.
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7.2.7. La configuration d’un équipement

Yo
@/
Accuei Surveillance Rapport Graphiques Options Configuration Romain RUDIGER [ dsi) - D8/06/2006 17:13 - Déconnexion
|:|D:1t Options Host "hdvdt-rudiger2” Statistiques d'utilization
0
Host Group ® Hourer ® Liili=2 un Host Template Modal: S oeicel) aSSOCié(SJ’
Host Group Ezcalation ® Dupliquer % S e ® 1 Host Group(s) associd(s)
Host Escalation . Mame : hdwdt-rudiger2
:2§ ?:g;?;:”hi';;el - Alias : Cliert : RUDIGER R Urilitaires
R P EDDB Addrezs : hdwdt-rudigerz * Fing
. = Parents ; ® S HOW.BZ4 #® Traceroute.
SSEE:\\';IIEE : ;d:[d)tv":zliee Host Groups @ ® HDW
Ehio ciob & HOWMS-05 Check_command : check_host_alive
b S e * S HDWV.BS3 Mau_check_attempts : 5 e
Service Dependencies ® S.HDV.BSA Checks_enabled : es
Service Template Madel ® HDWRS-17 Event_handler_enabled : Mothing Etat et Options
Service Extended Infos * HDWMS-24 Event_handler:
Motification : EDH\E;SBZSZ Law_flap_threzhald : MNething
Cortact ® HDWME-26 High_flap_threshald : MNething
Contact Group & HOWMS-24 Flap_detection_snabled : MNething
Plage Horsire ® S HDWV.BS.4 Process_perf_data: MNething
Commance ® HDWRMS-35 Retain_status_information Mothing
® hatification ® HDWSS-04 Retain_nonstatus_information : Mothing
® Check Sl Motification_interval ; 15 * B0 secondes
Magios : :EEEE:? Motification_period : 247
Appliguer & HDWES.q2 Motification_options du
Charger une conf de Magios & HOYSS-30 Motifications_enabled : e
Auto Detect & P04 Stalking_options ¢
* PABX.BAL Etat: Activé
® SBALIMA A P
& PABXCTH
® SCTB.K1A
® PABX CTM _ﬂ
& SCTM.L1.1
& PABX.DID Modifier  Supprirner
® SDID.G1A
& PaRx HOW

Ici la configuration de mon poste de travail, je n’ai pas mis I'adresse IP mais le nom net bios,
on peut voir que cette équipement est configuré par un model: le Template
Défaut_test ping. Une vérification par ping est faite, si au bout de 3 Vvérifications,
I'équipement ne répond pas, une notification est envoyée 24 heures sur 24 et 7jours sur 7.
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7.2.8.

La configuration d’un service

Yo
9
Accuei
Host
Host
Host Group

Host Group Escalstion
Host Ezcalation

Hozt Dependencies
Host Template Madel
Host Extended Infos

Serice

Service

Service Group

Service Ezcalation
Service Dependencies
Service Template Model
Service Extended Infos

Motification
Contact
Cortact Group
Plage Horsire
Commance
® potification
® Check

Magios

Appliquer

Charger une conf de Nagios
Auto Detect

Surveillance Rapport

Options
W fouter @

Service(s) disponiblefs)
Catalyst_6006
hdvdt-rudigerz
5.HDY.BZ2.4
HDY¥MS-05
5.HDY.B5.3
5.HDY¥.B5.1
HD¥YMS-17
HDY¥YMS5-24
5.HDY.B5.2
HD¥MS5-25
HDY¥YMS5-26
HDY¥YMS5-34
5.HDY.B5.4
HD¥MS5-35
HDYS5-04
HDY¥S5-07
HD¥S5-10
HD¥55-11
HDY¥S55-12
HDY¥S5-30
PIX-01
PABX.BAL
5.BAL.I1.1
PABX.CTB
S5.CTB.K1.1
PABX.CTM
5.CTM.L1.1
PABX.DID
5.0ID.G1.1
PABX.HDY
PABX.TOU
5. TOU.P1.1
R.CTB.K1.1
D HNLY BD 3

Graphiques Options Configuration Romain RUDIGER { dsi) - D8/06/2006 17:14 - Déconnexion
Service "traffic port 3.8 vers 5 HDV.BS 1" Options
& Etat et Options
UWiliser un modéle de Service Template Modéle: ® ‘oir le graphique associé

STemplate_Cisco_:_traffic_port
Host name @ Catalvst_E00E
Crescription ¢ traffic port 3.8 wers S.HOW.BS.1
Is Wolatile : MNething

Service Groups !
Check_command :
Check_command_argurments ;
Max_check_attempts :
Mormal_check_interval :
Retry_check_interval :
Active_checks_enabled:
Passive_checks_enabled:
Check_period :
Parallelize_check :
Ohzess_over_service !
Check_frezhness :
Frezhnesz treshold :
Event_handler:
Event_handlar_arguments :
Event_handler enabled ;
Law flap treshald :

High flap treshald :
Flap_detection_enabled :
Process_perf_data:
Retain_status_information :
Retain_nonstatus_information
Motification_interval @
Motification_period
Motification_options :
Motification_enabled ;
Contact Groups !
Stalking_options ¢

Etat:

Comment

Modifier

#® Routeursetawitchs
check_graph_traffic
43e080public!2e
3

2 * B0 secondes

1 * B0 secondes
e

Mothing

24x7

Mothing

Mothing

Maothing

Mothing

Mothing
Mothing
Mothing
Mothing
Maothing
Mothing
Mothing
15 * B0 secondes
24%7

=]

Tes

& D35

Activé
Iyl lxlylr -
v : Numéro de

linterface
w : seuil en % de LI

Suppri rer

Voici la configuration d’un service, ce service est attribué au commutateur/routeur en fibre
optique qui est le coeur du réseau. Ici aussi un Template a éte utilisé, il s’agit d’un relevé du
trafic sur le port 43 (quatrieme carte 4 et troisieme port).

Le plugin utilisé est: check graph_traffic, il s’appuit sur le protocole SNMP, voici les
arguments envoyé au plugin lors d’'une vérification :
143!80!90!public!2c

Les arguments sont séparés par un point d’exclamation, le premier correspond au
numéro de port, le second au seuil de déclenchement de I'état Warning (attention) a 80 %
d’utilisation de la bande passante, le suivant au seuil Critique a 90%, la communauté SNMP

et la version utilisée par le client.

Le nom du service porte le mot « trafic » pour pouvoir utiliser les valeurs dans la carte

des flux.
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7.3. Les serveurs de I’hétel de ville
Voici les trois baies de serveurs présents sur I'h6tel de ville :
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7.4. Le coeur du réseau

A gauche les éléments actifs et a droite la baie de brassage avec quatre tiroirs optique.

-+ commmmmme

> e
mmmmr mWa —
: g ——

\

\
0N o .mmosmmom

SR

M S @ WTE SN e

mmmm \um==—

R

CSESS

«Seammmmmonem

m R, «om

mmmomm=o
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7.5. La carte du réseau de la Ville de Rezé
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