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[bookmark: _Toc294867443]Rôles et objectifs de la documentation
Cette documentation a pour but de présenter l’installation initiale et la configuration de LVS + Heartbeat dans l’environnement VirtualExpo – Agarik.
[bookmark: _Toc294867444]Installation et configuration de LVS (Linux Virtual Server)
[bookmark: _Toc294867445]Principe de fonctionnement
Le but est de simuler le fonctionnement d'un seul serveur « virtuel » au travers de plusieurs serveurs réels et de répartir la charge entre eux. Deux modes de répartition :
· Round Robin (choix de Virtual Expo).
· Least Connection.
La plateforme LVS est composée de deux serveurs, le serveur maître « actif » et le serveur passif. Le serveur actif contrôle et repartit la charge sur les serveurs MySQL. On définit une ou plusieurs adresses IP virtuelles interrogées par les frontaux web dont le trafic sera redirigé sur l’un ou l’autre des serveurs MySQL à travers le LVS maître.
Ces IP virtuelles sont donc définies sur les deux serveurs LVS, ainsi que sur la ferme de serveur MySQL (mais sur une interface « loopback » qui ne publie pas de réponses ARP). En cas de défaillance du serveur LVS actif, le serveur LVS passif devient actif. Les LVS passif et actif connaissent leur état respectif au travers du battement de cœur « heartbeat ».
Le LVS actif définit donc un alias IP utilisée par les frontaux. Cette interface ne pourra pas être utilisée pour administrer le serveur lui-même mais servira uniquement à répartir la charge sur les serveurs MySQL.
Les différents modes de fonctionnement de LVS sont les suivants :
· LVS-NAT : le serveur réel ne répond pas directement au client, il passe par le LVS actif qui cache les serveurs SQL à travers du NAT.
·  LVS-DR : le LVS redirige les connexions clientes vers les serveurs SQL sans changer l’IP source : les serveurs SQL répondent directement aux clients sans repasser par LVS.
· LVS-TUN : le LVS communique avec les serveurs SQL à travers un tunnel PPP.
Le choix de Virtual Expo est l’utilisation de LVS-DR.

[bookmark: _Toc294867446]Schéma de fonctionnement
[image: ]
C’est le serveur LVS actif qui décide d’affecter le client sur un des serveurs MySQL de la solution MySQL HA.

[bookmark: _Toc294867447]Prérequis
[bookmark: _Toc294867448]Prérequis matériel
Chaque serveur doit avoir une carte réseau supportant le multicast. On choisit que l’interface virtuelle sera de type eth0:0.
Pour vérifier que notre carte réseau supporte le MULTICAST, on peut effectuer le test suivant :
[root@lvs ~]# ifconfig eth0 | grep MULTICAST
          UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1
La commande nous retourne l’information RUNNING MULTICAST. 

[bookmark: _Toc294867449]Prérequis OS
Sur chacun des serveurs LVS :
· Utiliser le template OS Agarik (CentOS 5.6).
· Installer l’utilitaire d’administration « ipvsadm » par yum :
[root@lvs ~]# yum install ipvsadm
Loaded plugins: fastestmirror
Loading mirror speeds from cached hostfile

Installed:
  ipvsadm.x86_64 0:1.24-12.el5
· Modifier le fichier /etc/sysctl.conf avec les paramètres suivants :
net.ipv4.ip_forward=0
net.ipv4.conf.all.arp_ignore=1    
net.ipv4.conf.all.arp_announce=2
net.ipv4.conf.default.arp_ignore=1
net.ipv4.conf.default.arp_announce=2
net.ipv4.conf.lo.arp_ignore=1
net.ipv4.conf.lo.arp_announce=2
net.ipv4.conf.eth0.arp_ignore=1
net.ipv4.conf.eth0.arp_announce=2
Les paramètres correspondent à :
· ip_forward=0 : Serveur en mode non routing.
· arp_ignore=1 : Réponse aux requêtes ARP seulement si l’adresse IP est définie en local, sur la même interface que celle où est arrivée la requête ARP
· arp_announce=2 : Réponse avec la meilleure adresse IP local parmi les adresses définies.
· Rebooter les deux serveurs LVS pour la prise en compte de ces changements.
 [root@lvs1]# chkconfig --level 345 ipvsadm on
[bookmark: _Toc294867450]Configuration du LVS-DR (Direct Routing)
[bookmark: _Toc294867451]Introduction
La plateforme est la suivante, les IPs de l’ensemble de ce chapitre sont données à titre indicatif :
· LVS1		192.168.2.233
· LVS2		192.168.2.234
· MySQL1	192.168.2.235
· MySQL2	192.168.2.236
· MySQL-ro	192.168.2.237
Il conviendra de les ajouter dans /etc/hosts.
Pour des besoins d’exploitation, sur la plateforme de production, Les 6 IPs virtuelles seront à définir et à renseigner dans /etc/hosts : 
· my-frt-rw		192.168.2.60
· my-frt-ro		192.168.2.61
· my-bck-rw		192.168.2.62
· my-bck-ro		192.168.2.63
· my-wrk-rw		192.168.2.64
· my-wrk-ro		192.168.2.65
[bookmark: _Toc294867454]Configuration des adresses IP virtuelles sur les serveurs MySQL
Sur chaque serveur MySQL, rajouter les adresses virtuelles sur la ressource réseau loopback (interface lo) en éditant les fichiers systèmes suviants :
· ifcfg-lo:my-frt-rw et ifcfg-lo:my-frt-ro
· ifcfg-lo:my-bck-rw et ifcfg-lo:my-bck-ro
· ifcfg-lo:my-wkr-rw et ifcfg-lo:my-wkr-ro
Pour ce faire :
· cd /etc/sysconfig/network-scripts/
· Copier le fichier ifcfg-lo en ifcfg-lo:xxxxxx 
où xxxxx est my-{bck,frt,wkr}-{rw,ro} :
# for d in my-{bck,frt,wkr}-{rw,ro} ; do cp ifcfg-lo ifcfg-lo:$d ; done
· Editer les fichiers ifcfg-lo:xxxxx et ajuster les valeurs comme ci-dessous :
DEVICE=lo:xxxxxx
IPADDR=192.168.2.X
NETMASK=255.255.255.255
ONBOOT=no
NAME=loopback



[bookmark: _Toc294867457]Installation et configuration de Linux HA – Heartbeat – ldirectord.
[bookmark: _Toc294867458]Principe de fonctionnement.
Afin de gérer le service ipvsadm en tant que service ressource cluster HA, il est nécessaire d’implémenter la solution heartbeat + ldirectord.
Le daemon heartbeat surveille l’état des deux serveurs LVS et se charge de monter les alias IP sur le serveur maître, ainsi que de démarrer ldirectord.
Le daemon ldirectord surveille les serveurs MySQL et les ajoute ou les retire du pool LVS selon leur état.
[bookmark: _Toc294867459]Installation
[bookmark: _Toc294867460]Mise en place du repository clusterlabs.
Le dépôt nous permettant d’accéder aux paquets de heartbeat est le suivant :
http://www.clusterlabs.org/rpm/epel-5/clusterlabs.repo
Sur les deux serveurs LVS, créer le fichier /etc/yum.repos.d/clusterlabs.repo et le renseigner comme suit :
[clusterlabs]
name=High Availability/Clustering server technologies (epel-5)
baseurl=http://www.clusterlabs.org/rpm/epel-5
type=rpm-md
gpgcheck=0
enabled=1

[bookmark: _Toc294867461]Installation des paquets
Cette opération est à faire sur les deux serveurs LVS :
· yum install cluster-glue* 
· yum install heartbeat
· yum install resource-agents-debuginfo.i386
· yum install ldirectord
· yum install perl-DBD-MySQL
Lors de la mise en place des packages ci-dessus (cluster), les dépendances nécessaires sont automatiquement récupérées.
[bookmark: _Toc294867462]Configuration de la solution HA
Sur le serveur LVS actif :
· se placer dans le dossier /etc/ha.d :
[root@lvs1]# cd /etc/ha.d/
· Editer le fichier authkeys :
 [root@lvs1 ha.d]# vi authkeys
· Le renseigenr comme suit : cette configuration définit le dialogue entre les 2 serveurs HA (utilisation du mode CRC) :
auth 1
1 crc
· Définir les droits en 600 du fichier authkeys :
[root@lvs1 ha.d]# chmod 600 authkeys
· Editer et remplir le fichier /etc/ha.d/ha.cf avec le contenu suivant :
#debugfile /var/log/ha-debug
logfile /var/log/ha-log
logfacility     local0
keepalive 1
deadtime 20
warntime 10
initdead 120
udpport 694
bcast   eth0            # Linux
auto_failback off
node    lvs1
node    lvs2
· Editer le fichier /etc/ha.d/haresources (correspond aux ressources gérées par la solution HA) avec le contenu suivant (sur une seule ligne) :
lvs1 IPaddr::192.168.2.60 IPaddr::192.168.2.61 IPaddr::192.168.2.62 IPaddr::192.168.2.63 IPaddr::192.168.2.64 IPaddr::192.168.2.65 ldirectord::mysql
· Créer le fichier /etc/ha.d/ldirectord.cf avec  le contenu suivant :
checktimeout = 10
checkinterval = 20
· Créer le fichier /etc/ha.d/conf/mysql avec le contenu suivant (attention, utiliser des tabulations pour l’indentation) :
virtual = my-frt-rw:mysql
	protocol = tcp
	service = mysql
	scheduler = rr
	real = MySQL1 gate 5
	real = MySQL2 gate 5
	checktype = negotiate
	database = "mysql"
	login = "ldirector"
	passwd = "foobar"
	request = "DESCRIBE servers"

virtual = my-frt-ro:mysql
	protocol = tcp
	service = mysql
	scheduler = rr
	real = MySQL1 gate 5
	real = MySQL2 gate 5
      real = MySQL-ro gate 5	
	checktype = negotiate
	database = "mysql"
	login = "ldirector"
	passwd = "foobar"
	request = "DESCRIBE servers"

virtual = my-bck-rw:mysql
	protocol = tcp
	service = mysql
	scheduler = rr
	real = MySQL1 gate 5
	real = MySQL2 gate 5
	checktype = negotiate
	database = "mysql"
	login = "ldirector"
	passwd = "foobar"
	request = "DESCRIBE servers"

virtual = my-bck-ro:mysql
	protocol = tcp
	service = mysql
	scheduler = rr
	real = MySQL1 gate 5
	real = MySQL2 gate 5
real = MySQL-ro gate 5
	checktype = negotiate
	database = "mysql"
	login = "ldirector"
	passwd = "foobar"
	request = "DESCRIBE servers"

virtual = my-wkr-rw:mysql
	protocol = tcp
	service = mysql
	scheduler = rr
	real = MySQL1 gate 5
	real = MySQL2 gate 5
	checktype = negotiate
	database = "mysql"
	login = "ldirector"
	passwd = "foobar"
	request = "DESCRIBE servers"

virtual = my-wkr-ro:mysql
	protocol = tcp
	service = mysql
	scheduler = rr
	real = MySQL1 gate 5
	real = MySQL2 gate 5
	real = MySQL-ro gate 5
	checktype = negotiate
	database = "mysql"
	login = "ldirector"
	passwd = "foobar"
	request = "DESCRIBE servers"
· Synchroniser le dossier /etc/ha.d vers le serveur LVS « passif »
[root@lvs1]# rsync –a /etc/ha.d lvs2:/etc/

[bookmark: _Toc294867463]Démarrer le cluster Linux HA.
· Démarrer le process HA (heartbeat) sur le serveur « actif » :
[root@lvs1]# /etc/init.d/heartbeat start
Starting High-Availability services:                       [  OK]
· Vérifier que heartbeat démarre bien en surveillant le fichier de log /var/log/ha-log
· Vérifier que l’adresse 192.168.2.60 est bien présente (cela prend parfois un peu de temps) :
[root@lvs1 ~]# ifconfig
eth0      Link encap:EthernetHWaddr F0:4D:A2:0F:7C:51
          inet adr:192.168.2.234  Bcast:192.168.2.255  Masque:255.255.255.0
          adr inet6: fe80::f24d:a2ff:fe0f:7c51/64 Scope:Lien
          UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1
          RX packets:1588 errors:0 dropped:0 overruns:0 frame:0
          TX packets:452 errors:0 dropped:0 overruns:0 carrier:0
          collisions:0 lg file transmission:1000
          RX bytes:120471 (117.6 KiB)  TX bytes:57203 (55.8 KiB)
          MÃ©moire:f7ae0000-f7b00000

eth0:0    Link encap:EthernetHWaddr F0:4D:A2:0F:7C:51
          inet adr:192.168.2.60  Bcast:192.168.2.255  Masque:255.255.255.0
          UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1
          Memoire:f7ae0000-f7b00000
On remarque que la carte eth0 a été surchargé par un alias.

· Vérifier que heartbeat démarre bien le daemon ldirectord :
[root@lvs1]# ps ax | grep ldirectord
19842 ?   S  0:00 /usr/bin/perl –w /etc/ha.d/resource.d/ldirectord mysql start
· ldirectord va vérifier l’état des serveurs SQL (ils doivent donc tourner) et paramétrer LVS en fonction de ceux qui répondent
· Vérifier que ldirectord a bien créé les pools LVS (les serveurs MySQL doivent tourner et être joignables et configurés) :
[root@lvs1 ~]# ipvsadm
IP Virtual Server version 1.2.1 (size=4096)
Prot LocalAddress:Port Scheduler Flags
  -> RemoteAddress:Port           Forward Weight ActiveConn InActConn
TCP  my-frt-rw:mysql rr
  -> MySQL02:mysql            Route   5      0          0         
  -> MySQL01:mysql            Route   5      0          0         
TCP  my-frt-ro:mysql rr
  -> MySQL02:mysql            Route   5      0          0         
  -> MySQL01:mysql            Route   5      0          0         
  -> MySQL-ro:mysql            Route   5      0          
TCP  my-bck-rw:mysql rr
  -> MySQL02:mysql            Route   5      0          0         
  -> MySQL01:mysql            Route   5      0          0         
TCP  my-bck-ro:mysql rr
  -> MySQL02:mysql            Route   5      0          0         
  -> MySQL01:mysql            Route   5      0          0 
  -> MySQL-ro:mysql            Route   5      0            
TCP  my-wkr-rw:mysql rr
  -> MySQL02:mysql            Route   5      0          0         
  -> MySQL01:mysql            Route   5      0          0         
TCP  my-wkr-ro:mysql rr
  -> MySQL02:mysql            Route   5      0          0         
  -> MySQL01:mysql            Route   5      0          0    
  -> MySQL-ro:mysql            Route   5      0          
· Démarrer le process HA (heartbeat) sur le serveur « passif ».
[root@lvs2]# /etc/init.d/heartbeat start
Starting High-Availability services:                       [  OK]
· Passer le process HA (heartbeat) sur les deux serveurs en démarrage automatique :
[root@lvs1]# chkconfig --level 345 heartbeat on


[bookmark: _Toc294867464]Exploitation
[bookmark: _Toc294867465]Sauvegarde
Les fichiers de configurations à sauvegarder sont :
Sur le serveur LVS actif :
· /etc/sysctl.conf
· /etc/ha.d/authkeys
· /etc/ha.d/ha.cf
· /etc/ha.d/haresources
· /etc/ha.d/ldirectord.cf
· /etc/ha.d/conf/mysql
Sur les serveurs MySQL :
· Les fichiers ifcfg-lo:xxxxx
[bookmark: _Toc294867466]Ajout/Suppression d’un nœud MySQL
Il faut rajouter une entrée pour le nouveau serveur dans /etc/ha.d/conf/mysql sur les deux serveurs LVS et relancer heartbeat.
[bookmark: _Toc294867467]Sortie temporaire d’un nœud MySQL d’un service de répartition
· Sur le LVS actif, passer le poids à 0 dans les services virtuels pour le serveur SQL voulu :
[root@lvs1]# ipvsadm -e -t my-frt-rw:mysql  -r mysql1:mysql -w 0
[root@lvs1]# ipvsadm -e -t my-bck-rw:mysql   -r mysql1:mysql -w 0
[root@lvs1]# ipvsadm -e -t my-wkr-rw:mysql -r mysql1:mysql -w 0
…
Pour réinscrire le nœud, il suffira de repasser son poids à 5.
[bookmark: _Toc294867468]Scénarii de bascule
[bookmark: _Toc294867469]Bascule d’un MySQL
Actuellement, si un serveur MySQL ne répond plus aux requêtes émises par ldirectord, il sera retiré de LVS par ce dernier.
Dès que le serveur répond de nouveau aux requêtes, il sera réintégré au pool LVS.
[bookmark: _Toc294867470]Bascule du LVS actif
Dès que le serveur LVS2 passif ne reçoit plus de « battements de cœur » du serveur LVS1 actif, il devient actif et fait l’acquisition des ressources (IP virtuelles) puis monte les redirections LVS.
Si la rupture de lien entre LVS2 et LVS1 est due à :
· Un crash du serveur LVS1 : Lors du redémarrage du serveur LVS1 actif initialement, il détecte la présence du serveur LVS2 devenu actif, et passe donc en passif.
· Une rupture réseau du serveur LVS1 ou une rupture réseau du serveur LVS2 : lors de la remonté du réseau entre les deux serveurs, LVS1 et LVS2 sont actifs (TODO : tester le comportement)

	documentation_installation_LVS_HA.docx
	Interne
	Page 16 sur 17



image3.png




image4.png




image5.jpeg
Serveur LVS

Server LVS Master
2oy «passif »

Serveur MySQL

‘Serveur exécution applcation
MySQL HA Appiication

Exccuts / Replication
Serveur de base de données





image1.png




image2.png




image6.jpeg
VIRTUAL
EXPO g'ﬂ




image7.png




