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® Ol. Reseau
02. Stockage

03. Gestion de la securité
et des permissions

04. Protection et disponibilité
des données

05. Architecture avancée
® Q6. Monitoring du datacenter

% 0l. Réseau

= Vue d'ensemble du réseau virtuel

= Le switch virtuel (vSwitch)

= Le portgroup / le VLAN

= Accés au réseau via le VI Client

= Les services réseaux pour le VMkernel

= Creéation d'un vSwitch pour les services
réseaux du VMkernel

= Configuration avancée du vSwitch
= Multiples réseaux sur un serveur ESX
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01. Réseau
Vue d’ensemble du réseau virtuel

% Les éléments constituant
un réseau virtuel :

" Les cartes réseaux physiques

" Les cartes réseaux virtuelles

" Les switchs réseaux physigues

" Les switchs réseaux virtuels -
" Les VLANSs

" Les portgroups

" Les NIC Teaming

ﬁFDHmHTIDn - REF:.~~ Wz 00a
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O1. Réseau
Le switch virtuel (vSwitch)

= Creation du vSwitch avec le VI Client
= Constitution d’'un réseau interne (privé) entre les VM

"= Constitution d’'un réseau entre les VM connectees ol Maities =0 =
au LAN a travers une ou plusieurs cartes réseaux | |

physiques Dm0

" Le vSwitch améliore la bande passante des flux
réseaux grace a la creation d'un Nic Teaming Nital Erbarat Skl

= Le vSwitch intégre le Failover grace a la création
d’un Nic Teaminq Outbound Adapter

" Possibilité de créer jusqu’a 127 vSwitchs sur un
serveur ESX

" Par défaut, 56 ports sur le vSwitch (jusqu’a 1016 ports)

ﬁFﬂHmHTlﬂﬂ - REF:.~~ Wz 00a
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Ol. Reseau
Le portgroup / le VLAN

® Les portgroups agrégent plusieurs ports d'un vSwitch et fournissent un seul
point d'entrée pour les VM connectées

® Chaque portgroup est identifié par un label réseau unique sur le serveur ESX
" Plusieurs portgroups possible par switch virtuel

= Création de VLAN sur le portgroup (optionnel)

® Jusqu'a 512 portgroups sur un serveur ESX

®» Les VLAN permettent la segmentation du réseau physique, ainsi les portgroups
sont segmentés et offrent la possibilité d'effectuer de la séparation de flux
comme sur les réeseaux physiques.

® Pour améliorer la sécurité (séparation des flux)
® Pour améliorer la performance (domaine différent de broadcast)
® Pour le cot (moins de matériel requis)

% |e standard est le 802.1Q

adresse dst. | adresse src. | Len/Etype = 08100 Tag (insere) Data FCS

!FDHNHTIDH - REF: " Wz 00g "
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01. Réseau
Acces au réseau via le VI Client
Adresse ip

vawitch
Hardware Networking
Processors
Memary Virtual Switch: vSwitchi Remowve... Properties...
Storage Service Console Port Physical Adapters
i = ; ;
v Metworking Service Console g Ef vmnicd 1000 Full| 3

wif 1 192.168.1.223
Storage Adapters v

Metwork Adapters

Software Virtual Switch: vSwitchl Remove... Properties...
Hesnsed Features :ﬁ;*lcs B @ ._pTEI pﬁsnpﬁfa 1000 Full| 2
Time Configuration
D.NS and R-:u._ltng Wioerrl Port h‘“‘--..\_

Virtual Machine Startup/Shutdown L Mkarnel g PortGroup
Yirtual Machine Swapfile Location 10.0.0.1
Security Profile
System Resource Allocation
Advanced Settings Virtual Switch: vSwitch2 Femove... Properties...
Virtual Machine Port Group — - Phiysical Adapters
AN Q. o vmnict 1000 Full

Service Console Part
Blue speech ————®' c.rice console 2 @ 4

Carte réseau physigue
vswifl : 192.168.1.154 Physiq

FORMATION - REF:~" WIZ 008
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O1. Réseau
Le vSwitch pour les machines virtuelles (1/2)

® Onglet « Configuration »
® Page « Networking »
® Cliquer sur < Add Networking... »

) Add Network Wizard M=%} &) Add Network Wizard ol

Connection Type
Metworking hardware can be partitioned to accommodate each service requiring connectivity.

Virtual Machines - Network Access
Virtual machines reach networks through uplink adapters attached to virtual switches.

Connection Type
Network Access Connection Typ Connection Type Select which virtual switch will handle the network traffic for this connection. You may
Connection Settings P T Network Access also create a new virtual switch using the unclaimed network adapters listed below.
Summary . .
' Connection Settings _ y -~
Add a labeled network to handle virtual machine network traffic. Summary “ ' Create a virtual switch Speed Networks
y

" vMkernel vV E® vmnic3 1000 Full 192.168.1.130-192.168.1.130
The VMkernel TCPfIP stack handles traffic for the following ESX services: VMotion, iSCSI, and NFS.

" Service Console " Use vSwitch0 Speed Networks
Add support for host management traffic. - E® vmnicd 1000 Full 1982.168.1.1-192.168.1.254
" Use vSwitchl Speed Metworks
[l BB vmnict 1000 Full 192.168.1.1-192.168.1.254 @
<1 I @l
Preview:
Virtual Machine Port Group — - Fhiyzical Adapters
WM Network g BB vmnic3

Help < Back Next > Cancel |

Help | = Back Mext = Cancel I

|

FORMATION - REF:~" WIZ 008
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O1. Réseau
Le vSwitch pour les machines virtuelles (2/2)

Virtual Machi - Network A Ready to Complete
Use network labels to identify migration compatible connections common to two or more hosts. Please verify that all new and modified virtual switches are configured appropriately.
Connection Type Part Grou .
p Properties :
Metwork Access Connection Type Hast networking will include the following new and modified vSwitches:
Connection Settings Network Label: LANZ Metwork Access Ty
. Connection Settings
Summary VLAN ID (Optional): LI Summa Wirtual Machine Port Group Physical Adaprers
i LAN2 Q. EB vmnic3
Preview:
Virtual Machine Port Group Physical Adaprars
LANZ . B vmnic3

Help | = Back I Finish I Cancel |

Help | = Back Mext = Cancel I
Z)

FORMATION - REF:~" WIZ 008
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Ol. Reseau
Les services réseau pour le VMkernel

® Configuration d’'un service réseau particulier pour le VMkernel :

" \/Motion (déplacement des VM entre serveurs ESX sans coupure
de service)

= iSCSI
= NAS (NFS)

® |l est recommandé de séparer chaque flux réseau du VMkernel
(VMotion, NAS ou iSCSI). Séparé également du réseau du service
console.

" Recommandations :

= L'adresse IP configurée pour le réseau du VMkernel
doit étre différente de LIP du service console

= Apres avoir confiﬁuré le logiciel iSCSI, il faut ouvrir
le port du firewall pour le service iSCSI

= A la différence des autres services, le iISCSI a un composant
dans le service console, ainsi le réseau qui va servir a atteindre
la cible iISCSI doit étre identique au service console et au

réseau du VMkernel
ﬁ FORMATION - REF.~ W @06 _ _ _ ___ _ __ kB
v 10
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O1. Réseau
Création d'un vSwitch pour les services

réseaux du VMkernel (1/2)

Différents types de connexions pour les vSwitchs

') Add Network Wizard Joed

Connection Type
Metworking hardware can be partitioned to accommodate each service requiring connectivity.

Connection Type
MNetwork Access —Lonnection Types
Connection Settings

? F Virtual Machine
Summary

Add a labeled network to handle virtual machine network traffic.
+ WMkernel

The VMkernel TCP(IP stack handles traffic for the following ESX services: VMotion, iSCSL, and NFS.
" Service Console

Add support for host management traffic.

Help | = Back Mext = Cancel |

FORMATION - REF:.~ WIZ 006
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O1. Réseau
Création d'un vSwitch pour les services

réseaux du VMkernel (2/2)

VVMware Infrastructure 3.5 - Perfectionnement

Si nécessaire, configurer ['id de VLAN
(par exemple sur les serveurs type Blade)

) Add Network Wizard (=<
VMkernel - Network Access
The VMkernel reaches networks through uplink adapters attached to virtual switches.
Connection Type Select which virtual switch will handle the network traffic for this connection. You may
Network A also create a new virtual switch using the unclaimed network adapters listed below.
Cormnection Settings % Create a virtual switch Speed Networks i
Summary
v BB vmnic3 1000 Full 192.168.1.1-192.168.1.254
” Use vewitch0 Speed MNetworks
~ EB® vmnico 1000 Full 192.168.1.1-182.168.1.254
" Use vewitchl Speed Metworks
r BB vmnicd 1000 Full 192.168.1.1-192.168.1.254 M
<] I | )
Preview:
WMkema| Port Physical Adaptars
VMkernel gﬂ—-m vmnic3
Help | % Back Mext = Cancel |
ZZ|

FORMATION - REF:~~ Wz 00
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% Add Network Wizard

oy

VMkernel - Network Access

Use network |abels to identify VMkernel connections while managing yoljr hosts and datacenters.

Connection Type
Metwork Access
Connection Settings
Summary

—Port Group Properties
Network Label:
VLAN ID (Optional):

VMkernel

4 5

[™ Usethis port group for VMotion

—IP Settings
IP Address: I . . .
Subnet Mask: I_A A

WMkernel Default Gateway:

Edit... |

Preview:

VMkemel Port
VMkernel

Physical Adzptars
glﬁ—-ﬂ vmnic3

Help |

Back Next >

Cancel |

2|

Configuration de l'adresse IP

------------------------------------------------------------ A\/dlysltm

ACCOMP AGNATEUR DE CHANGEMENT
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O1. Réseau

» Différentes politiques de sécurité :

Configuration avancée du vSwitch (1/7)

VMware Infrastructure 3.5 - Perfectionnement

() vSwitch1 Properties

Ports | Netwaork Adapters |

" Security :;:if:il:raﬁon |::r::: |
= Traffic Shaping S Virtual Machine ..
" Failover X

| |

Load Balancing

FORMATION - REF:~" WIZ 008

—Port Group Properties

Network Failure Detection:

Network Label: LAN1
WLAN ID: None
—Effective Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept
Forged Transmits: Accept
Traffic Shaping
Average Bandwidth: N/A
Peak Bandwidth: N/A
Burst Size: N/A
Failower and Load Balancing
Load Balancing: Port ID

Link Status only

Notify Switches: Yes
Rolling: No
Active Adapters: vmnict
Standby Adapters: None
Unused Adapters: None
Add... | Edit... I Remave
Close Help

Arumtec® 2008
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O1. Réseau
Configuration avancée du vSwitch (2/7)

() vSwitch4 Properties =Jo&d
Ports |Networkﬂdapters|
—wSwitch Properties (]
Configuration | Summary | ]
I [vSwateh 56 Ports ]| T 56
LAN2 Virtual Machine Port Group
A —Default Policies
. Security
» Permet de Conflqurer — Promiscuous Mode: Reject
H H MAC Address Changes: Accept
le switch virtuel _
Forged Transmits: Accept
Traffic Shaping
Average Bandwidth: NfA
® Possibilité de modifier les Fek Bandwi A ‘
. N Burst Size: NfA
parametres du switch pour Fatlover and Load Balancing
un portgroup en particulier Losd Belancn: Fot e
Network Failure Detection: Link Status only
Notify Switches: Yes
Raolling: No
Active Adapters: vmnic3
Standby Adapters: None
Add... Edit... Remove Unused Adapters: None |
Close I Help |
FORMATION - REF:~~ W= 00a
Arumtec® 2008 N\, -
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O1. Réseau
Configuration avancée du vSwitch (3/7)

® Modification de la configuration de la carte réseau (vitesse, mode)

m
Pote  Network Adapters |
Network Adapter | Speed | Networks [ Adapter Details
vmnics 1000 Full Intel Corporation S2546EB Gigabit Ethernet Cortroller (Copp
Location: PCI 05:07.0
Diriver: 1000
—Status vmnic
Link Status: Connected
Configured Speed, Duplex:  Autonegotiate Status
Actual Speed, Duplex: 1000 Mb, Full Duplex
Networks: Configured Speed, Duplex: I.Pu.rtn negotiate LI
10 Mb, Half Duplex
10 Mb, Full Duplex
100 Mb, Half Duplex
i | 100 Mb, Full Duplex
1000 Mb, Full Duplex
Close Help

FORMATION - REF:.~~ UIZ 00
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O1. Réseau

®» Trois modes de sécurité :
" Promiscuous Mode
® MAC Address Changes
® Forged Transmits

» Si l'édition se fait sur le portgroup,
cocher la case pour invalider le
parameétre défini au niveau du
vSwitch

FORMATION - REF:~~ W= 00a
Arumtec® 2008
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Configuration avancée du vSwitch (4/7)

(% vSwitch2 Properties

General SECUI'IW Traffic Shaping I MIC Teaming I

Policy Exceptions
Promiscuous Mode: IReject LI
MAC Address Changes: IAmept ;I
Forged Transmits: |Amept LI

(& LANT Properties X
General Security | Traffic Shaping I MIC Teaming I

Policy Exceptions
Promiscuous Mode: r I::e_-ez: ;I
MAC Address Changes: r I-.::E:-: ;I
Forged Transmits: r I"::E:': LI
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O1. Réseau
Configuration avancée du vSwitch (5/7)

® Comme les autres parametres avancés, le Traffic Shaping peut se
parametrer sur le switch virtuel ou sur un portgroup en particulier

(% vSwitch2 Properties

—Policy Exceptions

Status: IDisabIed LI
Average Bandwidth: =| Kbps
Peak Bandwidth: =| Kbps
Burst Size: = KB

FORMATION - REF:.~~ UIZ 00
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O1. Réseau
Configuration avancée du vSwitch (6/7)

(% vSwitch?2 Properties

®» Comme les autres parameétres
avances, le NIC Teaming peut se

—Policy Exceptions

Load Balancing: IRoute based on the originating virtual part ID ;I
paramétrer sur le switch virtuel Netvork FaloverDetccion ik st i =
ou sur un portgroup en particulier R : ::

Failowver Order:

Select active and standby adapters for this port group. Ina failover
situation, standby adapters activate inthe order specified below.

Name | Speed | Networks | Move Up
Active Adapters

wmnicl 1000 Full 192.168.1.1-192,168.1.254 Move Down |
Standby Adapters

Unused Adapters

—Adapter Details

No adapter selected

Driver:

Location:

oK I Cancel Help

FORMATION - REF:.~~ UIZ 00 l t
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O1. Réseau
Configuration avancée du vSwitch (7/7)

(3) vSwitchd Properties |25
General I Securnty | Traffic Shaping  MNIC Teaming
— Policy BExceptions
Load Balancing: Route bazed on the orginating vitual port 10 ;I
Phabvendic Foliver Detecton: Foute based on the orginating vitual port 1D
Route based on ip hash
Motify Switches: Foute based on source MAC hash
|se explicit failover order
Failback: Yes |
(5) vSwitch Properties [z
General I Securty I Traffic Shaping  NIC Teaming |
— Policy Bxceptions
Load Balancing: IHDLrte based on the originating vitual port [T j
MNetwork Fallaver Detection: Lirik Status only ;I
Motify Switches: Lirk: Status only
Beacon Prohinig
Failback: es ;I

FORMATION - REF:~" WIZ 008
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Ol. Reseau
Multiples réseaux sur un serveur ESX

» Exemple d'utilisation
des vSwitchs

: External Internal External Internal
Network 1 Network 2 Network 2  Network 1
FORMATION - REF:. WIZ 006
"""""""""""""""""""""""""""""""""""" T B 20
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VMware Infrastructure 3.5 - Perfectionnement

Ol. Réseau
02. Stockage

03. Gestion de la securité
et des permissions

04. Protection et disponibilité
des données

05. Architecture avancée

06. Monitoring du datacenter

> 02 Stockage

Vue d'ensemble du stockage
= Acceés au stockage via le VI Client
= Partage des volumes VMFS
= Vue d'ensemble du SAN
= Configuration du stockage SCSI et SAN
= Configuration du stockage iSCSI
= Configuration du stockage NAS
= Raw Device Mapping (RDM)
= Virtual Fibre Channel
= Le « Multipathing »
= Résume des différents stockages

Arumtec® 2008
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= VMFS (Virtual Machine File System) pData Center

02. Le stockage
Vue d’ensemble du stockage (1/4)

Datastore

Extend

Fibre Channel (FC)

iSCSI (Internet SCSI)

LUN (Logical Unit Number)
Multipathing

Failover path

NAS (Network Attached Storage)
NFS (Network File System)

RDM (Raw Device Mapping)

iz a0g

VVMware Infrastructure 3.5 - Perfectionnement

Remote Office

® Terminologie utilisée pour I'environnement de stockage :

NAS
iISCSI SAN

Arumtec® 2008



- ] VVMware Infrastructure 3.5 - Perfectionnement

02. Le stockage
Vue d’ensemble du stockage (2/4)

® Format du systeme de fichier

" Le Datastore que vous utilisez peut étre « formaté » avec deux systémes
de fichiers :

= VMFS, sur des disques SCSI, LUN iSCSI ou LUN FC
= Partage NFS sur un serveur NFS, le formatage dépend du NAS

" Types de stockage

= Local, disque SCSI interne ou externe

= SAN, nécessite au moins une carte HBA (Host Bus Adapter)
= iSCSI (Hardware Initiated)

= iSCSI (Software Initiated)

= NFS

ﬁFDRmHTIDH - REF:.~~ Wz 00a " t
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02. Le stockage
Vue d’ensemble du stockage (3/4)

iz a0g

VVMware Infrastructure 3.5 - Perfectionnement

® Les différentes solutions pour qu'une VM accede a son systéme
de stockage

ESX Server

requires TCR/IP connectivity

wirtual wirtual
=3 machine machine
software nltator

ethernat
NIC
l

it
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02. Le stockage
Vue d’ensemble du stockage (4/4)

VVMware Infrastructure 3.5 - Perfectionnement

®» Comprendre le SCSI virtuel

® Dans chague machine virtuelle il est
possible de configurer de 1 a 4 cartes
SCSI virtuelles (LSI Logic ou BusLogic)

virtual disk 1

VMES

. by _ | 1
I - Co ::.F'.- '::: _— '-—.':.' 'II o
!Fuﬁmnnun - REF: W 006 " t
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ESX Server

'ﬁ\

virtual machine
1

SCSI controller
Buslogic or LS| Logi

virtual disk 2
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02. Le stockage

Summasy - Vitusd Machiness Pefosmance

% Détail des datastores

Datastores configurés

esH3h- l.arumtec.net ¥YMware ESX Server, 3.5.0. 59330

Tasks & Evends Slarme

Acces au stockage via le VI Client (1/3)

Pemesziong

VVMware Infrastructure 3.5 - Perfectionnement

Détails du datastore

Maon

FORMATION - REF:~" WIZ 008

Arumtec® 2008

.ng Storage Refresh  Remove fickd Sxorage, |
PRt Identification - | Device | Capacity | Freef Typ2 |
Bty ﬂ es5x30-1istorags wrhibal:0:0:3 I27.75 GE 32.93GH wmfs3

;e CWMPS_SAN_ 81 wmhbalin:i:l 10275 5B 172G wmiss |
ek I;Bh YMFS-IS0 wrnbbal:0:i0:1 19.75 GB 1.23 wifs3
wiorking
Storage fdaphars
Metwork &daphers
Software
Details Properkies. ..
Licensed Festures i
Tirne Configueation S_IFAH_DI 102,75 6B Capacky
: Locatior:  fvefs)volumes 47 3078a0-4..,
Cid5 and Fouking 91,03GE [l Used
bl Machime Skartup Shutdown 11,72GEB @ Fres
‘irtual I\Tachlr::-. Swapfile Location Path Selection — —
=erurity Profie Mask Recertly Used e o
Sysham Resource Aocsbon Wiodume Labed: WMIFS_SEM ... wmbbal:i0ilil 102,91 ...
Aiheansced Sektines — Datastore Name: VMFSSAM_..  po e ety 102,75 ...
Tabal; 3 FAsatTing
o o File Systern: WMES 3.21
Dicabled: a Block Size: iME

27
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02. Le stockage
Acces au stockage via le VI Client (2/3)

® Détail des cartes d'acces au stockage

Storage Adapters Type d'adaptateur

eax35-2 arumtecnet ¥Mware ESX Senver, 3.5.0, 59330

Swrmay © Vitusl Machmes  Pellamance E Alaime - Pestnigsions - Maps
Hardware Stofqge Adapters Rescan, ..
Processars s h&\ | Type / | SAN Identifier =
QLAZ432
Memory
e & vmhbai Fikee Channel 21:00:00:1b:32: 1F:30:57
w O vmhbaz Fibre Channsl FlOl00 bt asT
Tuelwoiking PowerFdge Expandable RAID Controller 5
»  Storage Adapters wmhbal 58]
Hebwork Adapters i5C5I Software Adapter »
(3 vmhbasz 1551 lan. 1998-01 .com.ymware:, . =]
mt“.!
Details
Licensed Fastures
Time Corfigueation m.z QLAze32
R e Railbiog WWPN:  21:01i0011bi32:3F 130557
Wircual Machine Startup/Shutdown Targets: 2
irtual Machine Swapfile Location
Securiy Profile SCS1 Target 0 Hide LLINS
System Resource Alocation Path | Canorucal Path | Capacity | LR ID |
wrnhbaZ:0:0 wrnhbal:0:0 20,00 GB il
Advanced Seftings )
vrrhba2:0: 1 wrrthbal:0:1 102,92 GB 1
yrohbaz:o 2 wrrhbal:0:2 102,92 GE 2
SCSI Target 1 Hide LLNs
Path | Canorical path | Capatity Lo |
. : wrohbazs:1:0 wirhbal :0:0 20,00 GB a
Chemins disponibles —— wibaz:1:1 wiibal:0:1 102,92 GB 1
wirhbaz: 102 wirtbal:0:2 102,92 B 2

FORMATION - REF:~" WIZ 008
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02. Le stockage
Accés au stockage via le VI Client (3/3)

® Le VMkernel adresse les partitions selon la configuration suivante :
" VMHBA C:T:L:P

Storage

FC Switch

Controleurs HBA Target ID LUN Partition

" Exemple :
= LUN1 = vmhbaO0:0:1
= Partitionl = vmhbal:1:1:1

FORMATION - REF:.~~ UIZ 00
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02. Le stockage
Partage des volumes VMFS sous ESX 3

®» Sous VMware ESX 3, le partage de disques entre machines
virtuelles ou entre machines virtuelles et machines physiques
passe forcement par le mappage RDM.

Disque partagé Réle Utilisation

Mode par défaut, utilisé pour

VMFS Public Verrous par fichier les cluster-in-a-box

. Verrous sur les fichiers Mode a utiliser dans le cluster
RDM Virtuel de mapping RDM accross boxes

Mode a utiliser pour le physical
to virtual cluster

FORMATION - REF:.~~ UIZ 00
Arumtec® 2008 Y

RDM Physigue | Verrous sur le Raw Device
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02. Le stockage
Vue d’ensemble du SAN

EsX ESX
Server Server

host
components
» Les composants du SAN
(Storage Area Network)
® Chaque nceud d’'un SAN est ""';ﬂ;;; """""""""""""""" f‘a;nfc';"
identifié par un port le WWPN fabric
= Multipathing et Path FailOver components Ll [
= Zoning et LUN Masking _ SANswIMA ] N 7| SWNedaE

= Active/Active et Active/Passive
Storage Array

storage
components

storage array storage array

!Fuﬁmnnun - REF: W 005 l
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02. Le stockage
Configuration du stockage SCSI et SAN (1/2)

=5 | Performance U=l Tasks & Events | Alarms | Permissions | Maps | Update Manager

Storage Adapters Rescan. ..

Device | Type | SAM Identifier | -
QLA2432

{o) vmhbal Fibre Channel 21:00:00:1b:32:1f:Fa:56 |

& vmhba2 Fibre Channel 21:01:00:1b:32:3f:fa:56 =
PowerEdge Expandable RAID Controller 5

@ ‘|'ITI|'||:IE|:| 5051 =) Add Storage

iﬂﬁ[ Sﬂﬂwﬂ re A'da pte r kk;‘;?::jtga:trtyn’p:nrmat a new volume or use a shared folder over the network?

{2 iscslsoftware Adapter i5C5I

= Disk/LUN —Storage Typ
Device Location

* Disk/LUN
Choose this optionif you want to create a datastore or other volume on a Fibre Channel, iSCSI
or local SCSI disk.

Current Disk Layout
Properties
Formatting

Ready to Complets

" Network File System
Choose this option if youwant to use a shared folder overa network connection as if it were a

WMware datastore.

= Sous l'onglet « Configuration >,
page « Storage Adapters>,
cliquer sur « Rescan... »

= Sous l'onglet « Configuration >,
page « Storage >, cliquer sur
« Add storage >

= Sélectionner Disk/LUN BN )

FORMATION - REF:~" WIZ 008
V
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02. Le stockage
Configuration du stockage SCSI et SAN (2/2)

% Sélectionner la LUN a formater
% Définir un label et formater le volume sélectionné

J=1F RIE

Select Disk,/LUN Disk/LUN - Formatting
If a device cennok be configared unambiguously, you will be asked to seleck a partikion. The Farmat of your File system determines which class of wirtual machines it will be able ta
stnnnek.
[ DiskLUM SAM Identifier contains: - I Clea B bis LUN .
Device Location Device Location —Maximum File size
Current Disk, Lavouk Device | Zapacity | Available | SAN Identifier  « Current Disk Lavout _ ; B _
Properties wnhbal:0: 15 {00GE  1022.00M S0:06:01:60:50:s Properties Large fles require large block size; the minimum disk space used
. = ! ! Stk Formatting b amy File is equal ke the File system block size. These values are
Formatting wrihbal:0i17 1.00GE 102200 M S0:06:01:60:30: B adjusted by WMFS-3 file systems on demand.
Ready bo Complete vihbal:0:15 1.00GE  1022.00M S0:06:01:60:30:2 ¥ e [256 Gt , Diock e 115 3]
vyrhbal:0:19 1LO0GE  1022.00M S0:06:01:60:30:3 » SPrRsze:
vmhbal: 120 1.00 GE 1022,00M S0:06:01:80:30:2 .
vrhbal:0:21 1LO0GE  1022.00M S0:06:01:60:30:3 S
vrihbalio:zz 1.00GE  1022.00M S0:06:01:60:30:2 Iv Maximize caparity 99 =GB
vmhbal:0:23 LO0GE  1022.00M SOiD&:0D60:E0s
s e ,Mn_'rl

Help = Back | Mexdk > I Cancel | Help < Bak | Hext = I Cancel |

4 4
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02. Le stockage
Configuration du stockage iSCSI (Hardware et Software Initiator)
+ VVue d'ensemble de [NSCSI

» Le iSCSI va permettre au serveur ESX d'accéder a des LUNs via le réseau IP.
Les commandes SCSI de la machine virtuelle sont encapsulées dans des
paquets IP et transmises a la cible iSCSI.

ESX Server
® Types d'initiateurs iSCSI:
. oge . epe wvirtual virtual
® Hardware iSCSI Initiator, une carte specifique [maﬁmne] [maéhm]
iSCSI est nécessaire pour la communication software initiator
avec la cible iSCSI ) T
initiator -

= Software iSCSI Initiator, le VMkernel se charge
de convertir les commandes SCSI en paquets IP

® Sécurité iSCSI :

NIC
“» |
J
= Utilisation du protocole d'authentification CHAP
(Challenge Handshake Authentification Protocol)

" Periodiquement, l'authentification de la cible VMFS
iSCSI est vérifiée 1SCS!I array
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02. Le stockage

VVMware Infrastructure 3.5 - Perfectionnement

Configuration du stockage iSCSI (Hardware et Software Initiator)

» iSCSI Hardware Initiator (1/4)

=10 x|

Storage Adapters Rescan
Device | Type Target ID
QLA4010
@ wmhbal iS55I iqn.2000-04. com. glogic: da4010.F
PowerEdge Expandable RAID Controller 4E/SI/DI
3 wnhbal Parallel 551 = i5Cs1 Initiator (vmhba1) Properties
Geners |Dynamic Discovery I Skatic Discovery | CHAP Authenticakion I
«| | s Properties
12C5I name:
isCsl alias: qla4010.f520421a04108

Détail des cartes HBA iSCSI (Hardware Initiator)

Sélectionner le périphérique iSCSI
pour afficher ses propriétes

FORMATION - REF:.~ WIZ 006 " t
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Target disconvery methods:

ign.2000-04, com. glogic:da4010.Fs20421 a04 105

Send Targets, Stakic Target

—Hardware Initistor Properties
Network Interface Properties
Currentfmazimum speed:

MAC Address:

IP Settings
P Address: 10.17.246.52
Subnet Mask 255.255.255.0
Defauk Gatzway: 10,17.296,253
DNS Servers
Preferred Server: 10.17.0.1
Alternate Server: 0.0.0.0

1024Mb1024Mb

Configure, . |

Close I Help |
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02. Le stockage
Configuration du stockage iSCSI (Hardware et Software Initiator)
» iSCSI Hardware Initiator (2/4)

" General Properties

—iSCSI Properties
ISCSI Name:  |.2000-04.com dlogic:ala4010.s20521b01314 |
% Configuration du iSCSI Gl J
(Hardware Initiator) ~Hardware |nitiator Propesties
1P Settinas '

" Modification du nom par défaut O il s s

et de lalias B lsn hafokng B saties
" Modification des parametres IP IF Addiess: [0 17 266 141 |
Subnet Mask: [ 255 255 255 . 0 |
Default Gateway: | 10 .17 246 253 |

Preferred DNS Server: [ 10 .17 . 0 . 1 |
Alemate DNSserver | O . 0 . 0 0

ok | cancel | Hep
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02. Le stockage
Configuration du stockage iSCSI (Hardware et Software Initiator)

» iSCSI Hardware Initiator (3/4)

(%JiSCSI Initiator (vmhba1l) Properties (=] FS

General Dynamic Discovery | Static Discovery | CHAP Authentication |

Send Targets
(btain information about target devices directly from the follawing ISCSI servers using
the SendTargets commmand.

ISCSI Server | Status |

% Méthode de decouverte des cibles i
iISCSI

" Méthode de découverte dynamique

*Envoi des paquets « sendtargets » a
une cible iSCSI, dont ladresse

a été renseignée au préalable.

La réponse est retournée a

« linitiator » avec une liste de cibles
autorisées a étre accédées par

« linitiator »

" Methode de découverte statique
=Aprés [utilisation du
« sendtargets », la liste des cibles add.. | Ed. | Remoe |
la}dditlionnesl’les.esl’g.affichée dans
onglet « Static Discovery ». e | e
Cette liste peut étre modifiée Lo o
(rajouter / supprimer des cibles)

FORMATION - REF:.~~ UIZ 00
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02. Le stockage

® Sécurité iSCSI

= Authentification CHAP

= ’envoi de données sur le
reseau IP nécessite une sécurité

?lementalre CHAP permet de
ver| ier la fiabilité de la cible
connectée, un code secret doit
étre renselgne

® Utilisation du « Fast Retransmit
and Recovery »

= Certaines baies iSCSI_supportent
le FRR ; cela consiste a reduire le
temps de retransmission des
paquets perdus

FORMATION - REF:~~ W= 00a
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(=lisCsI Initiator (vmhbal) Properties

General I Drnamic Discovery | Static Discovery CHAP Authentication I

CHAP Authentication

By default, use the fFollowing credentials For all ISCSI kargets:
CHAP Mame: Motk specified
CHAP Secret; Motk specified

Configure. ., |

Configuration du stockage iSCSI (Hardware et Software Initiator)
» iSCSI Hardware Initiator (4/4)

=18l




02. Le stockage

= Sélectionner le périphérique

Storage Adapters Rescan -
Device | Type | TargetID |
isCSI Software Adapter
(& vmhba0 issl ign, cor, o |
PowerEdge Expandable RAID Controller 4E/51,/DI
{3 vmhbal Parallel 551
LP10000 2Gb Fibre Channel Host Adapter
& vmhbal Fibre Channel SCSI 1152921,
Details
ymhba40 Properties. ..
Model; i3I Software Adapter IF Address;
iSCSIMame:  ign,1998-01,com. vmwareviy174-6a38959a Discovery Methods:  Send Targets
iSCSIAlias:  vowi174 eng.vimware com Targets: o

FORMATION - REF:~" WIZ 008
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®» Détail des cartes HBA iSCSI (Software Initiator)
iSCSI pour afficher ses propr

&1isCSI Initiator (vmhba40) Properties

Configuration du stockage iSCSI (Hardware et Software Initiator)
» iSCSI Software Initiator (1/2)

e /s

iétes

=10l x|

eneral l Dyyniamic Discovery I Static Discovery I CHAF Authentication I

—iSCSI Properties

iZCSL name: ign. 1998-01. com. vmware: vy 1 74-6a2395%
iSCEl alias: woyl 74, eng vmware . com
Target discovery methods:  Send Targets
Saoftware Initiakar Properties |
Skatus: Enabled

Conficure. .. |

Close I Help

Arumtec® 2008
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02. Le stockage
Configuration du stockage iSCSI (Hardware et Software Initiator)

» iSCSI Software Initiator (2/2)

®» Modification du nom par défaut et de
2l General Properties 1Ol x| |’a|iaS

e » Utilisation du « sendtargets » pour
v Enabled . . .

i ajouter une nouvelle cible iSCSI
—i5C5] Propetties . . i .

I5C3] Mame: iqr 1393-01 . comn.wmwarewep74-6238933a » Conflquratlon de Ia Securlte CHAP
i5C51 Alias: vyl P4 eng. vmware. com

® OQuvrir le port «<Software iSCSI client»

il Cancel | Hezl i
P I 1) CHAP Authentication =10] x|

—Credentials
(+ Use the fallowing CHAP credentials
r &l i5CSI targets are authenticated using these
+}] Add Send Targets Server - 10| x| r belnrltial= Urlecs othare Soecie
Send Targets CHAP Marne: [¥ Use initiator name
’75':5[ SErver; hn. 1996-01..com.ymuare vyl 7
CHAF Secret: I
_ Authsnbication may need to be configured before a session _
L: can be established with any discovered kargets, (" Disable CHAP authentication
Ok | Cancel Help K Cancel l Hedp

!FDHNHTIDH - REF:.~~ Wz 00a "
Arumtec® 2008 AV A ‘ 40
volys
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VVMware Infrastructure 3.5 - Perfectionnement

Configuration du stockage iSCSI (Hardware et Software Initiator)

» Rajouter un volume iSCSI (1/2)

(LT . Tasks & Events | Alarms | Permissions | Maps
Storage Adapters Rescan...
Device | Type | SAN Identifier | ~
isCsI Software Adapter
vmhha40 iSCSI iqn.1998-01.com.vmware:... |
QLAZ340/2340L
vmhbal Fibre Channel 5C5I 21:00:00:e0:8b:86:80:65
vmhbaz Fibre Channel SCSI NGRSt
Smart Arra-r [+ Select Storage Type
Do you want to format a new volume or use a shared folder over the network?
vmhbal Block SCSI
=] Disk/LUN Storage Typ
[ Device Location
Current Disk Layout ¢ pisk/LUN

= Sous l'onglet « Configuration >,

page « Storage Adapters>, cliquer

sur <« Rescan... »

= Sous l'onglet « Configuration >,
page « Storage >, cliquer sur
« Add storage »

= Sélectionner Disk/LUN

Properties
Formatting
Ready to Complete

Choose this option if you want to create a datastore or other volume on a Fibre Channel, i5CS1

or local SCSI disk.

" Network File System
Choose this option if youwant to usea shared folder over a network connection as if itwere a
VMware datastore.
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02. Le stockage

Select Disk /LUN

|'E Add Storage

=10l x|

If a device cannot be configored unambiguously, wou will be asked to salect a partition.

[=] DigkJLUM
Device Location
Current Disk Lavout
Properties
Forrnatking
Ready to Complete

SAN Identifier contains: - I Clea

Help

Device | Capacity | Avalable | SAN Identifier
vrhbal:0:15 1.00 GE 102200 M S0:06:01:60:30:2
wiahbal:0:17 1.00GE  1022.00M S0:06:01:E0:30:5
wvmhbal:0:15 1.00 GE 102200 M S0:06:00:80:30:2
vmhbal:0:19 1.00 GE 102200 M S0:06:00:80:30:2
vrihbal:0: 20 1.00 GE 102200 M S0:06:01:60:30:2
vrhbali0:21 1.00 GE 102200 M S0:06:01:60:30:2
yhihbali0:zz 1.00GE 102200 M S0:06:0160:30:2
wvmhbal:0:23 1.00 GE nzz.00mM 50:”6:0]:50:30:2‘_
ptanes o oo fon ,erl
< Badk | Mext = I Cancel |
A

Sélectionner la LUN a utiliser

FORMATION - REF:~" WIZ 008
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Configuration du stockage iSCSI (Hardware et Software Initiator)
» Rajouter un volume iSCSI (2/2)

=

Disk/LUN - Formatting
The formmak of your flle systern determines which class of wirtual machines £ will be able o
sHnnnrk.

= DiskjLUMN
Device Location
Current Disk Lawouk

—Maxinum File size

Large fles require large block size; the minimum disk space used

Properties
Formatting by arvy File is equal ko the File system block size. These walues are
— adjusted by wMFS-3 File sywstems on demand.
Ready to Complete
|56 GE , Biock size: 1B =
eapaciy
[¥ Maximize capacity 89 =GB

Help < Badk | Hext = I

Cancel |

4

Définir un label et formater le volume sélectionné
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02. Le stockage
Configuration du stockage NAS (1/3)
* Vue d'ensemble du NAS

» Support de VMware ESX connecté sur du NAS (Network Attached Storage)
a travers le protocole NFS (Network File System). Support seulement en NFS
version 3 via TCP.

ESX Server

®» Compatibilité NAS avec VMware ESX :

= Utilisation de VMotion @
= Création des machines virtuelles dans un volume NAS
®= Boot des machines virtuelles sur un volume NAS

® Fonctionnalité Snapshot des machines virtuelles
supportée sur un volume NAS

» Utilisation du VI Client :
® Configuration des volumes NFS comme Datastore

= Configurer le service réseau du VMkernel pour
des acces a un NAS ey

® Gestion des volumes NFS NAS appiiance
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Select Storage Type
Do you want to format a new volume or use a shared folder over the network?

% Add Storage

VVMware Infrastructure 3.5 - Perfectionnement

02. Le stockage
Configuration du stockage NAS (2/3)

® Sous l'onglet « Configuration », page « Storage », cliquer sur « Add storage »
» Sélectionner Network File System

=] NAS

Metwork File System
Ready to Complete

—Storage Type
" Disk/LUN
Choose this option if you want to create a datastore or other volume on a Fibre Channel, i5C5I
or local 5CSI disk.
" Network File System

Choose this option if youwant to use a shared folder overa network connection as if itwere a
VMware datastore.

Help |

= Back Mext = Cancel |

FORMATION - REF:~~

Arumtec® 2008

L1 ES

ang



-] VVMware Infrastructure 3.5 - Perfectionnement

02. Le stockage
Configuration du stockage NAS (3/3)

® Renseigner le nom du serveur NFS
® Renseigner le répertoire partagé NFS

:"-F- Add Storage = ||:||£|
Locate Metwork File System
Which chared Folder will b2 us=d as a MMware datastore?
= NAs —Properties
Metwork File Systenm
Peady ko Complete SeErvEt I
Examples: nas, nas.it.com or
Folder I
Example: fwolsivollfdatastore-
[T Mount MFS read onky
Dakesbors Mames
Help < Biack Mest > Carce |
WA
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02. Le stockage
Raw Device Mapping (RDM)
* VVue d'ensemble du volume RDM

® Le RDM utilise un fichier de mapping
qui permet de contenir les informations
« metadata » et de rediriger les I/Os
vers le < Raw device ». Cela permet de
benéficier de tous les avantages d'une
VM stockée dans un volume VMFS

host

= Utilisation des volumes RDM :
. Fonctlonnallte SAN (Snapshots
mlrrorln% etc.)
= Cluster logiciel entre une machine
virtuelle et un serveur physique oo 1¢ [

= Beneflces des volumes RDM :
Utilisation du VMotion supporté
= (Gestion avec le VI Client
= Utilisation des Snapshots des VM
= Overhead moins important qu’avec
des disques virtuels
= N-Port ID Virtualization (NPIV)

VMFS volume

" Inconvénients des volumes RDM :
= Pas de snapshots VMware
= Pas de partition possible dans la LUN

FC SAMN
oriSCSI 5AN
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02. Le stockage
Raw Device Mapping (RDM)
* Caracteristiqgues du RDM

wvirtual machine 2

virtual machine 1

virtualization virtualization

disk data
sectors

mapped device

» Le fichier RDM est un fichier stockeé
dans un datastore, il permet de
gérer le « Raw device » comme un
fichier disque virtuel, transparent
pour [a machine virtuelle.

virtual disk file mapping file
disk data sectors location,
permissions,
locking, etc.

VMFS volume

virtual machine 1

+
" Deux modes pour [utilisation du virtuatization
RDM : VMFS

= Virtual mode, les
caractéristiques matérielles
du volume sont cachées a
la VM

= Physical mode, toutes les
commandes SCSI sont
passées directement au
volume sans passer par la
couche de virtualisation viws

virtual mode

mapping file

WMFS volume

virtual machine 1

wvirtuallzation 1

physical mode

mapping file

VMES volume

!FDHNHTIDH - REF:.~~ Wz 00a l
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02. Le stockage

Raw Device Mapping (RDM)

* Gestion des volumes RDMs

® Les volumes RDM se geérent avec le VI Client, l'outil vmkfstools en ligne de
commande, ainsi que les outils du systeme de fichier du service console.

vl my_wm - Yirtual Machine Properties - |EI|5|
ESK 3.0 virtual machine
—Phyzical LM and Datastore Mappng Fie

Hardware |Optinns | Resources |

Hardware | Summary

Memary 7% MB Ivmhbeﬂ 0150
@ CPus 1
& Floppy Drive Clienk Davice IlSt':'E‘E"31 (1] mp_emeArng e 1. vrndk
% ZD[DVD Drrive 1 Clignk Davice
BB Network Adapter 1 W Mebwark —Wirtual Device Hode
) 5Cs1 Cantroller 0 LSI Logis |535| (0:0] Had Disk. 1 ;I
=0 Hard Disk 1 IMapped Raw LM

— Compatibility bode

) Wirtual % Prpzical

Gérer les différents chemins
au volume RDM, les politiques
d'acces et les chemins préféres

h I
4] | _’I Marage Pathz | I

Add. .. | Remove

Help | oK | Cancel |
Vi
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02. Le stockage
Virtual Fibre Channel

1% Clone - ¥irtual Machine Properties

» ESX Server 3.5 introduit le support B b
du N-Port ID Virtualization (NPIV) Py S Jroawn | r

pour les SAN en Fibre Channel o e
Power Management Standby ._rGJ advahcedfea&m Thmé WWNS Eﬂe nqm‘kaﬂyassngpgd
advanced by the hast ar hy iirtualCenter.
> 5 i i e o e, D
Permet a chague machine virtuelle || cores e s
d'avoir son propre World Wide Port | pretuskestin sl R il
Name (WWPN) el |
¥ 'Mhsﬁ-rg*rmnts
Hiode Wi
28:30:00:0c: 29:00:00:01
» Cette fonctionnalité permet a l'aide S
9 o o o _2_5‘5_ DB:D&BZ 28 3600-80-‘29-08-59-03
d’'un outils tiers, la surveillance du 2301011 25 000004, 28300006 25000005
trafic généré par une machine
virtuelle et d'effectuer le zoning
entre Ia VM et un SP ‘Hate: This vlréuaimathlnav?mqoh&s?ms;mual
-.:physmﬁj\hqsmmhsvgsén; withual disks will til use the:

% Emulex et Qlogic supporte le NPIV & | o | ol |

avec les drivers par defaut.

» Cette fonctionnalité n’est supportée
que pour les RDM uniquement.
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02. Le stockage
Le « Multipathing »
* VVue d'ensemble

» Le serveur ESX supporte le
< multipathing > afin d'assurer
un acces continu a des volumes
partagés (SAN, iSCSI et NAS) dans
le cas ou une carte HBA, un switch,
un SP (storage processor) ou un
cable ne fonctionne plus.

® Dans I'exemple, 2 cartes HBA par
serveur, deux switchs fibre et deux
ports par SP

= 4 chemins possibles pour
accéder a un volume sur
la baie de disque

= Un seul chemin est utilisé
a la fois pour un volume

FORMATION - REF:~~ W= 00a
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02. Le stockage
Le « Multipathing >
+ Caracteéristiques du < Multipathing »

"‘-:—'- ymhba0:0:12 Manage Paths

» L'affichage des propriétés d'un datastore
permet de configurer les différents chemins
d'accés a la baie de disques

VVMware Infrastructure 3.5 - Perfectionnement

—Paolicy

=10l x|

Fired

Uze the preferred path when available

Change. .. |

—Pathz
Device | Target Identifier | Status | Preferred |
wimhba0:0:12 Standby  * |
wimhbalili12 & Active
¥olume Properties
- General Format
Datastore Name: shared45C51 Fils Sugtem WMFS 3
Makin'i._lm File Size 256 GB
e, Block Size: 1MB Charge... |
Extents _ Extent Device
A NWMFS file system can span multiple hard disk partitions, of The extent selectad on the left residss on the LUN or physical
extents. to create a sindle looical volume, disk descrbed below, * 4 e’tats pOur Ies Chemins 5
Extent — 1 Capad:y| Device Fpacit - .
yhbaD:0:2:4 10.0068] | vihban:0:2 .00 68 = Active, chemin utilisé
i N | actuellement
Primary Partitions pacity ! .
1. VP o9 = Standby, chemin valide
TR mais en attente
; M:mem v " Disabled, les données ne
al| Fath Status A
vmhba:0:2 @ Active L pOUfrOnt pas étre '
vmhbap:1:2 Standby C transferé par ce chemin
Total Fomatted Capacity: 87568 Add Extent.. " Dead, perte de la
connexion
cose | Hep |
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02. Le stockage
Le « Multipathing »
* Gestion du « Multipathing >

® Les politigues « multipathing > :

" Fixe, le serveur ESX utilise le chemin désigné comme préféré tant qu'il est fonctionnel, si le
chemin passe en Dead, il utilise un chemin en Standby et reviendra sur son chemin préfére
des que celui-ci sera a nouveau disponible (Auto Fail Back). Utilisé pour des baies de
disques avec des contréleurs Actif/Actif

" MRU (Most Recently Used), le serveur ESX utilise le chemin qui fonctionne, pas d’Auto Fail
Back. Utilisé pour des baies de disques avec des controleurs Actif/Passif

(=% vyonhha:0:? Manage Paths .Jﬂlli
—Policy
Most Recently Used
Usze the most recently used path Change... I
— Paths
Device | 54N Identifier Skatus | Preferred |
winhiba0:0: 2 igri. 1992-04 com.emcioo.ap. .. Ackive
wmhba0:1:2 ign. 1992-04. com.emcicc.ap... Standby
wmhbal:2: 2 g, 199204, com. emc:cc.ap.. Standby

ﬁFDRmHTIDH - REF:.~~ Wz 00a
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02. Le stockage
Resumeé des différents stockages

VMware Infrastructure 3.5 - Perfectionnement

®» Comparaison des stockages : NAS, iSCSI et Fibre Channel

Technologie | Protocoles Transfert Interface Performance
Fibre Channel | FC/scsl | Acees par block de FC HBA Haut (réseau dédié)
données / LUN
: Acces par bloc de iSCSI HBA or Moyen (dépendant
ISCS| IP/SCS| données / LUN NIC de I'état du réseau)
Fichier (pas d’'acces NIC and IP Moyen (dépendant
NAS IP/NFS direct a la LUN) switches de I'état du réseau)
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02. Le stockage
Résume des différents stockages

® Résumé des stockages sous VMware ESX

Type B\;’I\‘/’It Boot ESX | VMotion | Datastore | RDM | VM Cluster H\/’AM&""’"D?S VCB
SCSI Oui Oui Non VMFS Non Non Non Oui
CrI:Lbr:ﬁeI Oui Oui Oui VMFS Oui Oui Oui Oui
iSCSI Oui Oui * Oui VMFS Oui Non Oui Oui
NA;F%VN Oui Non Oui NFS Non Non Oui Oui

* Nécessite un initiateur matériel
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02. Le stockage
Questions reponses

% Question

Where is LUN masking configured?

A. on the firewall

B. on the Fibre Switch

C. on the storage processor
D. on the Ethernet switch
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02. Le stockage
Questions reponses

% Question

Which statement is true about running an ESX Server virtual
machine on a CIFS share?

A. ESX Server must be granted as a trusted member of the CIFS server.
B. ESX Server does not support datastore on CIFS

C. ESX Server requires gigabit Ethernet adapter in order for CIFS to be used as datastore.
D. ESX Server must be on the same LAN as the CIFS server.
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02. Le stockage
Questions reponses

% Question

Which three statements are true about sharing storage capabilites
on NFS volumes supported by ESX server? Select three.

A. You can use VMotion

B. You can create VMFS datastore on NFS mounted volumes.

C. You can create virtual machines on NFS mounted volumes.

D. You can boot virtual machines stored on NFS mounted volumes.
E. You can configure ESX Server to boot from NFS mounted volumes.
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02. Le stockage
Questions reponses

% Question

What are two possible storage multipathing policies that you can
set on an ESX Server 3 ? Select two.

A. Most Recently used (MRU)

B. Open Shortest Path First (OSPF)
C. Persistent Binding

D. Fixed

E. Dynamic Load Balancing
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02. Le stockage
Questions reponses

% Question

Which security technology does VMware iSCSI use?

A. CHAP

B. AES

C.RIP

D. IPSec

E. PAP

F. MSCHAPv2
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02. Stockage

03. Gestion de la securité
et des permissions
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des données
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Gestion de la sécurité

Vue d'ensemble de le sécurité
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Configuration de la sécurité
sur 'architecture ESX

Authentification et gestion
des utilisateurs

Gestion des permissions
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03. Gestion de la sécurité et des permissions
Vue d’ensemble de la sécurité de l'architecture ESX
* La sécurité et la couche de virtualisation

® La couche de virtualisation ou VMkernel a été créée par VMware pour faire
fonctionner les machines virtuelles. Il contréle le matériel utilisé par le serveur
ESX et distribue les ressources matérielles aux machines virtuelles.

®» Linterface du VMkernel a été strictement limitée aux APIs gérant les machines
virtuelles.

ESX Server

" Lockdown Mode

=Désactive laccés distant
a ESX si celui-ci est
managé par un serveur
VirtualCenter

VMware
Virtualization

Layer (VMkernel)

Virtual
W N
CRU memaory
L__"_'"'_"'__"_ - e e o e e - - -
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03. Gestion de la sécurité et des permissions
Vue d’ensemble de la sécurité de l'architecture ESX
% La sécurité et les machines virtuelles

®» Les machines virtuelles sont isolées
les unes des autres, si un systeme
d'exploitation crash a lintérieur d’'une

’ Virtual Machine
VM cela nimpacte pas les autres VM. n n “ n n

* Une machine virtuelle ne peutpas (L omiasmen )
accéder a la mémoire d'une autre . Eal A ire Res circes )
machine virtuelle o % ﬁ %

" Lisolation réseau est geree par le ' e atiric ard
VMkernel a travers les vSwitchs video cards

= L'isolation au niveau de la % d Q <
performance du serveur ESX se mﬁﬂer RN )
fera a travers les limitations et les - ’

priorités des ressources par VM
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03. Gestion de la securité et des permissions
Vue d'ensemble de la sécurité de larchitecture ESX
» La sécurité et le service console (1/2)

® Le service console est l'interface de management du serveur ESX,
c’est un systéme d'exploitation base sur une distribution limitée de
'OS RedHat Enterprise Linux 3 update 6

= Securité maximum par défaut (ports minimums ouverst nécessaire a la
gestion de 'ESX)

" Communication cryptée en SSL 256-bit AES
" Les services réseaux (FTP, Telnet etc.) ne sont pas actives par défaut

®» Recommandation :
" Limiter l'acces des utilisateurs
" L'accés root ne doit étre utilisé gu’en dernier recours
= Utiliser le VI Client pour administrer le serveur ESX

= Utiliser seulement des sources VMware pour installer ou mettre a jour
des composants dans le service console

= Vérifier le niveau de seécurité (esxcfg -firewall -q incoming & outgoing)
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03. Gestion de la securité et des permissions
Vue d’ensemble de la securité de l'architecture ESX
» La sécurité et le service console (2/2)

® Autoriser le compte root a se connecter en ssh
® Quvrir une session console sur I'ESX
= Editer le fichier /etc/ssh/sshd_config
® Changer la ligne PermitRootLogin no par PermitRootLogin yes
= Sauvegarder le fichier
" Relancer le service serveur ssh en tapant : service sshd restart

# root@arumfabric1:~

:31:4¢ 2008 from arum
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03. Gestion de la sécurité et des permissions
Configuration de la sécurité sur l'architecture ESX
» Sécuriser le réseau avec des Firewalls (1/3)

» Les Firewalls permettent de cloisonner la communication entre
des périphériques réseaux, seul I'administrateur peut autoriser
lacces a certains périphériques en ouvrant des ports.

® Le Firewall peut étre utilisé :
" Entre les serveurs physiques, VirtualCenter server et les serveurs ESX
" Entre les machines virtuelles, constitution de DMZ
" Entre un serveur physique et une VM

® En fonction de la configuration de linfrastructure virtuelle
(Serveur de licence, serveur VirtualCenter, VI Client, serveur
de supervision etc.) les Firewalls seront placés difféeremment.
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03. Gestion de la sécurité et des permissions
Configuration de la sécurité sur l'architecture ESX
» Sécuriser le réseau avec des Firewalls (2/3)

VI Web Access
third-party network
Vi Client management tool

gl

Jf;;:am u;:m%L
firewall
® Configuration des Firewalls _—
avec le serveur VirtualCenter el
" Configurer vos Firewalls depuis Iwmﬁsg:frner
VirtualCenter de facon a bloquer
VirtualCenter

les ports inutiles a la gestion de I /
votre infrastructure virtuelle Hmu Port 27010 coming m

firawall
B

Ports 902, 2050-
5000, 8000, and
B042-8045
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03. Gestion de la sécurité et des permissions
Configuration de la sécurité sur l'architecture ESX
» Sécuriser le réseau avec des Firewalls (3/3)

VI Web Access
third-party network
Wi Client management tool

il

® Configuration des Firewalls Jﬁmﬂaﬂhﬁp; Partgnz\]
. > hitps ports Port 803
sans le serveur VirtualCenter :
" Configurer vos Firewalls sur r[ Ij | |
chaque ESX de facon a Hpungﬂ.?UFurtgﬂa Port 443
bloguer les ports inutiles e
pour la gestion de votre I []
. . Ports 902, 2050
infrastructure virtuelle «| 5000, 8000, and
8042-8045

ESX Server 1
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03. Gestion de la securité et des permissions
Configuration de la sécurite sur l'architecture ESX
* Liste des ports pour la gestion de votre infrastructure

443

902

903
2049

2050-5000

3260

8000

8042-8045

27000,
27010

5988
5989

nNg

Incoming TCP

Incoming TCP
Incoming TCP,
outgoing UDP
Incoming TCP
Incoming and outgoing TCP

Outgoing TCP, incoming and
outgoing UDP

Outgoing TCP

Incoming and outgoing TCP

Outgoing TCP, incoming and
outgoing UDP

27000: outgoing TCP, 27010:

incoming TCP
Incoming and outgoing TCP

Incoming and outgoing TCP

VVMware Infrastructure 3.5 - Perfectionnement

HTTP

Port TCP web, utilisé avec le port 443 (https)

HTTPS

Port Web SSL, utilisé par le VI Web Access

Port d’authentification du trafic
des serveurs ESX et des VM, uti

fise

our management
sé par le serveur VC,

le VI Client et par des serveurs ESX

TTrafic généré par la remote console

Utilisé par le VMkernel pour le stockage NFS

Trafic entre des serveurs ESX pour VMware HA et

EMC AutoStart Manager

Utilisé par le VMkernel et le service console pour le

stockage iSCSI

Utilisé par le VMkernel pour les requétes VMotion

Trafic entre des serveurs ESX pour VMwareHA et EMC

AutoStart Manager

Reiuete entre le serveur de licence et les serveurs

CIM XML transactions over HTTPS
CIM XML transactions over HTTP
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03. Gestion de la sécurité et des permissions
Configuration de la sécurité sur l'architecture ESX
» Sécuriser les machines virtuelles avec des VLANSs (1/2)

® Entre les VM, c'est a travers le réseau que les attaques virales
ou autres sont possibles.

® |l est primordial d’ajouter une sécurité au niveau réseau en
appliquant ces quelques regles :
= Ajouter des Firewalls sur votre réseau
= Ajouter des segmentations réseaux (évite les attaques de type « spoofing »)
= Ajouter des VLANs, VMware ESX utilise le standard IEEE 802.1q
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» Exemple d'utilisation de VLANs
entre les machines virtuelles

" Le routeur transfere les paquets
< tagqués » d'un VLAN & un autre,
la séparation des flux réseaux évite
ainsi les infections virales et autres
attaques

VVMware Infrastructure 3.5 - Perfectionnement

03. Gestion de la securité et des permissions

Configuration de la sécurite sur l'architecture ESX
» Sécuriser les machines virtuelles avec des VLANs (2/2)

Host 1

(vmo)(vm1)(vmz)

2. (vm 3) (vma)(wms)
—

=
(vme)(vm7)(vms)

Host 3

(vmo) (vm 10) (vm11)

$

Host 4

B A

VM 12 [ VM 13 || VM 14
VLAN || VLAN VLEJ;\N |

\

>VLAN A

| Broadcast
Domain A

)II
\III

VLAN B
Broadcast
Domain B

|
/

1 Multiple VLANS
on the same
virtual switch

Broadcast
. Domains AandB
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03. Gestion de la securité et des permissions
Configuration de la sécurite sur l'architecture ESX
» Sécuriser le stockage iSCSI (1/2)

® Le serveur ESX utilise le iSCSI afin d'accéder a un stockage SAN
iISCSI. Toutes les commandes SCSI sont encapsulées avec le
protocole TCP/IP.

® La sécurité est primordiale, elle commence par l'authentification
et la séparation des flux réseaux :

= S'assurer que la cible iSCSI posséde l'autorisation de se connecter
au serveur ESX ou « Initiator »

= Utilisation de l'authentification CHAP

= Sj lauthentification est désactivée, créer un réseau dédié a la
communication entre l'Initiator et la cible iSCSI ou un VLAN

= Créer un vSwitch séparé pour le service réseau du VMkernel ISCSI,
ainsi que la communication du service console pour le iSCSI

" L'authentification est unidirectionnelle : C'est la cible qui authentifie
linitiateur.
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VVMware Infrastructure 3.5 - Perfectionnement

03. Gestion de la sécurité et des permissions

® Exemple d’'une configuration d’'un
stockage ISCSI avec des vSwitch
séparé (Software Initiator)

» Rappel :

® Le iSCSI nécessite une
communication également
avec le service console

®» Configuration pour [utilisation
du ISCSI Software

Configuration de la sécurité sur l'architecture ESX
» Sécuriser le stockage iSCSI (2/2)

Wirtual Switch: wSwitcho

Service Consoke Pont
Service Console
wemifd ;) 10,17.80.174

Physica Adapters
Q_ﬂ—.m ymricd 100 Full

Physical Adaprers
«EF) wmnicz 100 Full

Wirtual Switch: wawitchil

Virual Machine Part Group
= WM Lebuork
= |6 virtual machines | WLAM IO *

e

g

w-sales
MY _%m
YM-PuUbs
VI
WMECAZ

HHPGgHHE @

Wirtual Swikch: wSwikchz

= Un service réseau pour le VMkernel & g™ o Il "o it 1000 Fun
. , . 10,1785, 225
= Un service réseau pour le service —
C0n50|e SEMice I:Eu:nsnle 2 Q_
wsmifl ¢ 10,17.86.185
LUE T
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VVMware Infrastructure 3.5 - Perfectionnement

03. Gestion de la sécurité et des permissions

» Le serveur ESX utilise la structure PAM
(Pluggable Authentication Modules)
quand les utilisateurs accédent au
serveur avec le VI Client, en Web
Access ou par le Service Console.
Plusieurs process d’'authentification
permettent d'autoriser ou non un
utilisateur ou un groupe.

= Utilisateur VirtualCenter, utilisateur ou
groupe d'un domaine Windows
autorisé a se connecter au datacenter

= Utilisateur en acces direct, utilisateur
ou groupe se connectant directement
au serveur ESX

® Deux utilisateurs par défaut sur le
serveur ESX :

= root
= vpxuser (avec un VirtualCenter)

REF:~" WIZ 005

management functions S

L'authentification et la gestion des utilisateurs
» Authentification sur le serveur ESX (1/2)

VI Client

console

user name/password ticket-based
authentication authentication
ESX Server
- ™
service console VMkemel
vmware-hostd virtual mac‘hinel
1 t
= | vmware-authd vmkauthd
. . 5 .

FORMATION - REF:.~.
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03. Gestion de la securité et des permissions
L'authentification et la gestion des utilisateurs
» Authentification sur le serveur ESX (2/2)

r@ root@esds-1i~ lﬂli-r

" Par défaut, ESX Server 3 utilise le [root@esx3s-1 root]i
fichier /etc/passwd pour authentifier S
les utilisateurs

= Le fichier /etc/pam.d/vmware-authd
contient les chemins vers les modules
d’authentification actifs

" Les modules PAM (fichiers .so)
disponibles sont dans le dossier
/lib/security

m

= A chaque connexion sur le serveur
ESX, le processus vmware-hostd
transfert le nom d'utilisateur et le mot
de passe aux modules PAM
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03. Gestion de la securité et des permissions
L'authentification et la gestion des utilisateurs
* Les réles et les privileges

» Les réles permettent d'autoriser des
acces a des objets du datacenter.

n rol h ensembl rivile = L1 Al Privileges
Un réle est un ensemble de privileges = [ Global
®" No Access - [ Folder
n - - [] Datacenter
Read-Only &1 [ Datastore
" Administrator - [J Network
- . . D Host
Virtual Machine User 1. O] Virtual Machine
" Virtual Machine Power User e [] Resource
= Resource Pool Administrator -] Alarms
o [+ [ Tasks
" Datacenter Administrator - [0 Scheduled Task
= Virtual Machine Administrator - [ Sessions
. [+ ] Performance
" VMware Consolidated Backup User - [ Permissions
D Extension
» Les roles créés sous VirtualCenter sont e [J VMware Update Manager

différents des roles créés sous le serveur

ESX
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* Gestion des roles

% Création des roles

(&) 192.168.1.235 - VMware Infrastructure Client
File Edit View Inventory Administration Plugins Help

VVMware Infrastructure 3.5 - Perfectionnement

03. Gestion de la sécurité et des permissions

L'authentification et la gestion des utilisateurs

(3 Add Role

—Mame

Eriter Mame:

Gestion des alarmes

51 7 g 5 Se @-

Inventory Scheduled Tasks Events Administration Maps Consolidation

[@* AddRole  [§4] Clone Role

RN Sessions | Licenses | System Logs

Roles Usage: Administrator
Name | &) Datacenters

No Access L.y, Administrators
Read-0Only

[ Administrator |

Wirtual Machine Administrator
Datacenter Administrator

Virtual MachinePower User
Virtual MachineUser
Resource Pool Administrator
WMware Consolidated Badwp User

—Privilzges

Lze the checkboxes below to enable or disable permissions available to this
role. Select & unigue name for the role and dick OK.

= [¥] All Privileges

& [J Global

- [ Folder

- [ Datacenter

- ] Datastore

- [ Metwaork

-] Host

- O Virtual Machine

&[] Resource

= slarms

¢ -[# create Alarm
- [¥¢] Remove Alarm
¢ [4 Modify Alarm
-] Tasks

Description:  Select a privilege to view its description

L3

m

|admi nistrator /4

% Tasks @ Larms |

Help |

O Cancel
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03. Gestion de la sécurité et des permissions

L'authentification et la gestion des utilisateurs
* Assignation des réles

=
@Assign Permissicns

[

To assign a permission to an individual or group of users, add their names to the Users and Groups list below. Then select one or more
of the newly added names and assign them a role from the drop-down menu to the right.

—Users and Groups

according to the role selected for them.

These users and groups can interact with the current object

— Assigned Role
Selected users and groups can interact with the current
object according to the role and privileges chosen below.

Name | Rale

Propagate |

& SUPPORT_388945a0  Virtual Machine Power... Yes

Add...

IVirb.laI Machine Power User ;l

-2 Al Privileges
&1- [ Global
- [ Foider
&-[] Datacanter
&) [F] Datastore
&1- [ Network
-] Host
&[] Virtual Machine
- [ Resource
- Alarms
&l-[] Tasks
&[] Scheduled Task
&[] sessions
& [J Performance
&]-[] Permissions
& Extension
- [J VMware Update Manager

Description:  Select a privilege to view its description

¥ Propagate to Child Objects

oK Cancel |

» Sélection de [utilisateur et assignation du réle sur un objet du datacenter



VMware Infrastructure 3.5 - Perfectionnement

® Ol. Reseau
02. Stockage

03. Gestion de la securité
et des permissions

04. Protection et disponibilité
des données

05. Architecture avancée
® Q6. Monitoring du datacenter

° = 04. Protection et disponibilité
des données

= Vue densemble

= Les différents types de cluster
= VMware HA

= Snapshots

= Sauvegarde et restauration

= Storage VMotion
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O4. Protection et disponibilité des données
Vue d'ensemble

® La continuité de service des applications de I'entreprise nécessite
la mise en place d'une solution pour proteger les données mais
aussi une solution de reprise d’'activite.

" L'infrastructure virtuelle permet de :

FORMATION - REF:~~ W= 00a
Arumtec® 2008

Consolider, augmenter le rendement de vos serveurs
Améliorer considérablement l'administration

Supprimer les coupures de services applicatives
lors d'une maintenance

Optimiser le niveau de service en effectuant un
« load balancing » des ressources

Protéger les données grace a des sauvegardes
et des restaurations simplifiées

Posséder de la haute disponibilité pour vos
applications sans surplus de matériel et coit
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O4. Protection et disponibilité des données
Les différents types de cluster sous VMware ESX (1/2)

® Haut niveau de la disponibilité des applications, intégration
du Cluster Logiciel (MSCS, Veritas etc.)

® Cluster in a box ® Cluster across boxes " Physical to virtual clustering
= Plusieurs VM au = Chaque VM possede son
sein du méme ESX jumeau dans un autre ESX
Server Server
= Le disque est partagé via
SAN FC s

e
=c5
i e

FORMATION - REF:.~~ UIZ 00
Arumtec® 2008 Y



-] VVMware Infrastructure 3.5 - Perfectionnement

O4. Protection et disponibilité des données
Les différents types de cluster sous VMware ESX (2/2)

® Implémentation des clusters MSCS

Cluster in a box Cluster across boxes FrjE e U Hinite]
clustering

= Disque de démarrage des VM = Disque de démarrage des VM * Disque de démarrage des VM

sur une partition VMFS locale sur une partition VMFS locale sur une partition VMFS locale

= Disques partagés sur une = Disques partagés en = Disques partagés en

partition locale ou une attachement RDM virtuel ou attachement RDM physique

partition SAN physique sur du SAN fibre sur du SAN fibre

= Controleur virtuel dédié pour = Controleur virtuel dédié pour = Controleur virtuel dédié pour

les disques partagés, en mode les disques partagés, en mode les disques partagés, en mode

Bus Sharing virtuel Bus Sharing physique Bus Sharing physique

= Deux cartes réseaux virtuels = Deux cartes réseaux virtuels * Deux cartes réseaux
virtuelles

= Pas de NIC Teaming = Pas de NIC Teaming

= Pas de NIC Teaming

= Pas de VMotion, HA ou DRS = Pas de VMotion, HA ou DRS
= Pas de VMotion, HA ou DRS
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O4. Protection et disponibilité des données
VMware HA (High Availability) (1/3)

® VMware HA consiste a redémarrer
une machine virtuelle sur un autre
serveur ESX dans le cas ou le premier
serveur deviendrait indisponible.

CONTINUCU S

CLUSTERED

AUTOMATED
RESTART

Application availability

UNPROTECTED

® VirtualCenter integre la fonctionnalité
HA dans un cluster constitué au
minimum de deux serveurs ESX.

e 1% 100%

Application coverage

[ VMWARE HA I

® Avantages :
= Configuration minimum
® Cluster a moindre coat

® Compatibilité de nombreuses
applications
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O4. Protection et disponibilité des données
VMware HA (High Availability) (2/3)

» Utilisation du VI Client pour gérer HA ® VirtualCenter monitore continuellement
% Failover automatique des machines le cluster
virtuelles si les ressources dans le ® Intégration de VMware DRS dans le
cluster le permettent cluster
» Attention, lors de lisolation réseau les » Gestion de la capacité du failover
VM sont eteintes en « Power Off ~ % Apres installation, HA peut fonctionner

sans serveur VirtualCenter

S -
-

/ _,"'*' '-"'...- ..#-—'-‘-..‘L“‘h.‘. ‘."'-r‘- \
e -
Py
|
l L S - L - I
: virtual machines : virfual machines virtual machines
: ESX Server | ESX Server ESX Server
T N S TS L e S L VRN TR g - |

\ cluster J

FORMATION - REF: . WIZ G physical server physical server physical server
Arumtec® 2008

84



-] VMware Infrastructure 3.5 - Perfectionnement

O4. Protection et disponibilité des données
VMware HA (High Availability) (3/3)

®» VMware HA surveille continuellement les serveurs ESX dans le cluster. Un agent est placé sur
chaque serveur et permet de verfier le <« Heartbeat » entre tous les serveurs du cluster.

% VMware HA vérifie si les ressources sont suffisantes avant de redémarrer les VM sur les autres
serveurs ESX.

® La fonction HA utilise la technique VMware du « File Locking » qui permet a plusieurs serveurs
ESX d’'accéder aux fichiers des VM sur des stockages partagés.

VC Server 'y

/ i
- ]
s !
> !
-"‘ ]
_.-*"' |-

i i

e |

o |

[ Virtual | [ Virtual | [ Virtual |
| Machine i‘ Machine j’f  Machine |
] Agent Agent
TT—
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O4. Protection et disponibilité des données
Gestion de VMware HA (1/2)

® Choisir le nombre de serveurs pouvant étre indisponible

® Ajouter / retirer des serveurs dans le Cluster VMware

® Renseigner les priorités sur les machines virtuelles

® Configurer « Isolation Response > sur les machines virtuelles

» Pré-requis :
" Les fichiers des machines virtuelles doivent étre stockés sur un volume
partage.
" Les réseaux doivent étre identiques entre les serveurs dans le cluster.

® Chaque serveur dans le cluster doit resoudre les noms et adresses IP des
autres serveurs. La résolution DNS et/ou locale doit étre configurée sur
chaque serveur du cluster.

= S'assurer de la tolérance de panne réseau pour le Service Console

ﬁFDRmHTIDH - REF:.~~ Wz 00a

''''''''''''''''''''''''''''''''''''''''''''''''''''' 86

Arumtec® 2008 AV ‘
AvOlys



o

Swapfile Location

WMware HA allows VirtualCenter to automatically migrate and restart
wirtual machines when a host fails.

¥ Enable VMware DRS

Mware DRS enables VirtualCenter Server to manage hosts as an
aggregate pool of resources. Cluster resources can be divided into
smaller resource pools for users, groups, and virtual machines.

WMware DRS also enables VirtualCenter to manage the assignment of
virtual machines to hosts automatically, suggesting placement when
virtual machines are powered on, and migrating running virtual machines
to balance load and enforce resource allocation policies.

Help |

oK I Cancel

VVMware Infrastructure 3.5 - Perfectionnement

O4. Protection et disponibilité des données
Gestion de VMware HA (2/2)

% Activation de VMware HA et VMware DRS

@ 35 Settings M

General | —Mame

VMware HA
Virtual Machine Options f35

VMware DRS = :
Rules = mmendations | Resource Allocation | Performance | Tasks & Events | Alarms | Pen

[ reawres

Virtual Machine Options —
Power Management [V Enable VMware HA VMware HA

Admission Control: Allow constraint violations

Current Failover Capacity: 1 host
Configured Failover Capacity: 1 host
VMware DRS
Migration Automation Level: Partially Automated
Power Management off
Automation Level:
DRS Recommendations: 0
Migration Threshold: Apply recommendations with three

or more skars.

VMware DRS Resource Distribution

FORMATION - REF:~" WIZ 008
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#h Edit settings
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O4. Protection et disponibilité des données
Comparaison des clusters

“Cluster” Niveau Fonctionnement Restriction

= Clustering software (MSCS)

VM Cluster . = Le disque de boot du nceud doit étre un
Siun noeud du cluster SCSI local (pas sur un stockage partagé)
VM tombe, I'autre noeud prend = Une VM en cluster ne peut étre migrée

(VMotion or VMware DRS)

le relais = Une VM en cluster ne peut étre
redémarrée avec VMware HA
VMware DRS Load Balancing des VM sur
Cluster Serveur les serveurs ESX intégrés = Les VM résident sur un stockage partagé
ﬁ ESX dans le cluster = VMotion and VMware DRS
VMware HA Si un serveur ESX tombe, les
[ r : = Les VM résident sur un stockage partagé
Cluste Serveur VM sont automatiquement et accessible par plusieurs serveurs
ﬁ ESX redémarrées sur les autres « VWMware HA
serveurs du cluster

FORMATION - REF:~" WIZ 008
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O4. Protection et disponibilité des données
Snapshots (1/3)

® La fonction de Snapshot VMware permet d'enregistrer une machine virtuelle a
un instant précis et de la restaurer sans perturber le systeme d'exploitation.

= Capture l'état de la machine virtuelle :

= [’état de la mémoire
= Les parametres de la VM
= |’état des disques

"= 3 actions possible sur un Snapshot :

= « Take a Snapshot », lorsque vous_effectuez un Snapshot
sur une VM qui possede déja un Delta, un second Delta est
créeé

= «Revert to Snapshot », lorsque vous faites un retour arriere
sur un Snapshot, le contenu du fichier Delta n'est pas appliqué
au disque virtuel et est réinitialisé.

= « Delete Snapshot », lorsque vous retirez un Snapshot, les
modifications effectuées sur le Delta sont appliquées au fichier
de disque virtuel.

ﬁFDRmHTIDH - REF:.~~ Wz 00a
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O4. Protection et disponibilité des données
Snapshots (2/3)

":_'.- ¥irtual Machine Properties

Hardware | options | Resources |

Hardware | Summary | HardDisk 1 (SCS0:0) Virtusiode Disk
@ Memory ~Disk fle
@ cru [storaget [11] vey163-thSHsi/hS-si vmek
&l Floppy 1 jdeyFdi
(2 OVD/CO-ROM 1 ATAPL fdevicdrom e
@ Ethernet | WM Nebwark D?:; 5":& (GEB} 400
O sCsI Controller 1 L51 Logic
0 Hard Disk 1 (edited) 4,194,304 KB APl i sk
SCS1 (0:0) Hard Disk 1 =]
Désactiver la fonction Snapshot _ Mode
W findependent |
Editer les proprie’tés > |ndependent disks are not affected by snapshots.
. . * Persistent
du ou des disques virtuels Changes are immediately and permanenly
et passer le disque en ¥eanlo hie chi
mode « Independent », € Nonpesistart
P Changes to this disk are discarded when you
et « Persistent » power off ar revert to the snapshot
Add I Remove

FORMATION - REF:~" WIZ 008
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Snapshots (3/3)

» Gestion des Snapshots

« Snapshot Manager » permet de
visualiser pour chaqgue machine virtuelle
letat des snapshots.

" « Go to » permet de retourner
au point de depart du snapshot.

= « Delete » permet d’'appliquer
les modifications du snapshot aux
parents et de supprimer le snapshot
sélectionné.

= « Delete All » permet d'appliquer tous
les snapshots a la Machine virtuelle et
de les supprimer.

FORMATION - REF:~~ W= 00a
Arumtec® 2008
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O4. Protection et disponibilité des données

|J-_-T,J Snapshots for Windows 2003

=51 Windows 2003
= [y Base Instal
EIE- Patch Installation

ET,J Snapshots for Windows 2003

=1 Windows 2003

=

oo @ You are here

Avaysn &
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04. Protection et disponibilité des données
Sauvegarde et restauration
* VVue d'ensemble

® La sauvegarde et la restauration sont des processus
tres importants a mettre en place sur votre infrastructure.
L'infrastructure virtuelle VMware propose différentes solutions et
plusieurs approches pour sauvegarder et restaurer.

" Pourquoi sauvegarder ?
= Erreur accidentelle de suppression de fichiers...
= Erreur d’exploitation, suppression d'une VM ...
= Probleme matériel, erreurs disque ...

" Deux approches de sauvegarde :

= Sauvegarde traditionnelle (niveau fichier et niveau VM)
= Sauvegarde avec VCB (niveau VM)

!FDHNHTIDH - REF:.~~ Wz 00a " t
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04. Protection et disponibilité des données
Sauvegarde et restauration
* La sauvegarde traditionnelle

% Possibilités offertes :

" Placer un agent de sauvegarde dans chaque systeme d'exploitation
des VM.

" Placer un agent de sauvegarde dans le service console permet de
sauvegarder les fichiers des VM.

" |l est méme techniqguement possible d’installer le serveur de sauvegarde
dans une VM et connecter la librairie de sauvegarde a la machine virtuelle
a travers le bus SCSI, mais cela est déconseillé pour des raisons de
securite.

Backup

Server

ﬁFﬂRmHTlﬂﬂ - REF: " Wz 00g
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04. Protection et disponibilité des données
Sauvegarde et restauration
» VMware Consolidated Backup (VCB) (1/5)

®» VMware Consolidated Backup (VCB) est une
solution de sauvegarde centralisée et tres
simple d'utilisation.
® Un agent est placeé sur un serveur de

sauvegarde « proxy » seépareé du serveur ESX,
ainsi aucun agent ne réside sur le serveur ESX

" Le principe consiste a executer des scripts
de pré-backup afin de faire un « snapshot »
des disques virtuels, ainsi le serveur de
sauvegarde « proxy » peut monter les

Virtual Machines

Physical Server

volumes et les sauvegarder. VCB est une SAN Stofsce

solution simple, moins intrusive et générant

Backup Disk

/58

Centralized

Data Mover

moins d’overhead VMware Consolidated Backup provides agentless backup of virtual machines.

FORMATION - REF:.~~ UIZ 00
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04. Protection et disponibilité des données
Sauvegarde et restauration
» VMware Consolidated Backup (VCB) (2/5)

Principe de fonctionnement

virtual machines

hysical serv
RIS backup

disk

FORMATION - REF:.~~ UIZ 00
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04. Protection et disponibilité des données
Sauvegarde et restauration
» VMware Consolidated Backup (VCB) (3/5)

% Utilisation de VCB :

" Sauvegarde <« Full » des images virtuelles pour des solutions
de « Disaster Recovery »

" Sauvegarde Full et Incrementale des machines virtuelles pour les
systemes d'exploitation Microsoft pour restaurer des fichiers
et des repertoires

" Sauvegarde SAN de type « Lan Free Backup »
(connexion du serveur Proxy en Fibre Channel ou en iSCSI sur le SAN)

" Integre et valide la plupart des solutions de sauvegarde
(Veritas, Legato, TSM, etc...)

ﬁFﬂHmHTlﬂﬂ - REF: " Wz 00g
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04. Protection et disponibilité des données

FORMATION - REF:~~

Sauvegarde et restauration
» VMware Consolidated Backup (VCB) (4/5)

% Etapes :

Exécution du job de sauvegarde
Lancement des scripts de pré-sauvegarde
Creéation du snapshot de la VM

Montage du disque de la VM sur le proxy
de sauvegarde (niveau fichier) ou export
du disque sur le proxy VCB (niveau image)

Sauvegarde des volumes montés
(au niveau fichier) pour les OS Windows

Sauvegarde des disques exportés pour
tous les OS (linux et Windows)

Démontage des disque sur le serveur
proxy VCB

Suppression des snapshots des VM

iz a0g

LAN

ESX Server

virtual machine

Viware Tools

Backup proxy

backup software

integration module
(pre-backup script)

Arumtec® 2008
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04. Protection et disponibilité des données
Sauvegarde et restauration
» VMware Consolidated Backup (VCB) (5/5)

®» Scénario VCB type pour la sauvegarde :

= Sauvegarde avec VCB au niveau fichier (OS Windows)
toutes les nuits

" Sauvegarde avec VCB au niveau image périodiquement (hebdomadaire)
pour les scénarios de Disaster Recovery

" Sauvegarde avec des agents dans les machines virtuelles
(niveau fichier) pour les OS Linux toutes les nuits

" Pour les succursales, le serveur de sauvegarde peut étre
une machine virtuelle, sauvegarde via les agents installés
dans les VM

ﬁFﬂHmHTlﬂﬂ - REF: " Wz 00g
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04. Protection et disponibilité des données
Sauvegarde et restauration
* Restauration des fichiers avec VCB

= La restauration au niveau fichier
avec VMware Consolidated
Backup va pourvoir s'effectuer
selon 3 meéethodes :

® Restauration centralisée

= Restauration sur le serveur
proxy puis envoi des fichiers
pour” les VM sur des.
partages réseaux, évite
dinstaller des agents de ESX Server Proxy
restauration dans les VM

® Restauration par groupe

= Restauration des fichiers via
agent par groupe de VM,
bon compromis entre le
nombre dagent installe et
la facilité de restauration

® Restauration « self-service »

= Des agents de restauration
sont installés sur chaque
VM, restauration |
traditionnelle via lagent

!FDHNHTIDH - REF:.~~ Wz 00a "
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04. Protection et disponibilité des données
Storage VMotion

= Remote Command Line Interface (R-cli)

® Migration a chaud du stockage virtuel
" Permet la migration des disques VIrtuels G oo var yware pour gérer des ESX

vers un nouveau Datastore au travers dune console
La migration SVMotion est initiée
® Aucun arrét de production a prévoir uniquement a partir du R-CLI de VMware.
" Conserve lintégralité des transactions en
cours

" L'interopérabilité permet la migration vers
tous les types de stockage supportes par
VMware

" Pré-requis au SVMotion :

Pas de Snapshot sur les VM

Disques en mode persistant ou RDM

Avoir assez de ressources pour supporter 2 instances de la VM
Licence VMotion et VMotion configuré en Gigabit

Le serveur host qui accueille la VM doit avoir acces aux 2 Datastores
Une seule Migration par Datastore a la fois
Une machine avec le R-cli installé (Linux ou Windows) .F T I

ﬁFﬂHmHTlﬂﬂ - REF: " Wz 00g
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-] VMware Infrastructure 3.5 - Perfectionnement

O4. Protection et disponibilité des données
Questions reponses

% Question

On which platform does the VCB proxy run?

A. a Windows physical machine
B. a Windows virtual machine
C. an agent in an ESX Server

D. a Linux physical machine

E. a Linux virtual machine

FORMATION - REF:<.~ UIZ 006 l t
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O4. Protection et disponibilité des données
Questions reponses

% Question :

What are three requirements for a VMware HA cluster? Select three

A. name resolution between all hosts

B. identical type and quantity of CPUs in each host

C. access to shared storage from all hosts

D. access to the virtual machine networks from all hosts
E. private Gigabit Ethernet network for all hosts.

FORMATION - REF:.~~ UIZ 00
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O4. Protection et disponibilité des données
Questions reponses

% Question
Which partition is required to store core dumps for debugging and
for VMware technical support?

A. vmkcore
B. vmkdump
C. vifscore
D. vmimages

FORMATION - REF:.~~ UIZ 00 l t
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® Ol. Reseau
02. Stockage

03. Gestion de la securité
et des permissions

04. Protection et disponibilité
des données

05. Architecture avancée
® Q6. Monitoring du datacenter

® 05. Architecture avancée

= Para-virtualisation

= Gestion du fichier Swap

= Virtualisation de CPUs

= Virtualisation de la mémoire

= Gestion de la mémoire

= Architecture de VirtualCenter

= Configuration en ligne de commande

105
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05. Architecture avancée
Para-virtualisation

® VMI Paravirtualization
" Permet au Guest OS de communiquer directement avec 'hyperviseur
" Le Guest OS doit étre modifie pour utiliser la para-virtualisation
" Actuellement, ne fonctionne que sous Linux
" Amélioration générale des performances de la VM

M kred g PR
o v f v 5= R

VMware Hypervisor
i
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05. Architecture avancee
Gestion du fichier Swap (1/2)

» SwapFile Location
" Par defaut le swap est situé au _

[=# 35 Settings

x|
méme endroit que le fichier de

Genetal | —Swapfile Policy For Wirtual Machines
. . WMware HA
C o n fl u rat I 0 n d e I a V M Virtual Machine Options £~ Store the swapfile in the same directory as the virtual machine,
WMware DRS . .
This is recommended option.
Rules

rtual Machi )
- I I e St p o SSi bI e d e C 0 n fi q u re r :EE\LII:r m:ialgn:niittmns £ Store the swapfile in the datastore specified by the host
. . =2 Store the swapfile in the datastore specified by the virtual machine's host, i
’ e Location
I e m p I a C e m e n t d u fI C h I e r d e En?ascshilijlz. Otherwise shore the swapfils in the same direckory as the virkual
9
swap sur 'ESX ou sur la VM
L]
directement

" En cas de stockage local du
swapfile les performances lors
d'une migration VMotion
peuvent étre degradées .

t FORMATION - REF:~. WIS 006
107
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05. Architecture avancee
Gestion du fichier Swap (2/2)

Gestion de I'emplacement du fichier de Swap par serveurs.

esH3s-2.arumtec.net YMware ESX Server, 3.5.0, 59330

= TR R T SRSl Configuration wents

Licensed Features

Tirne Configuration

DM3 and Routing

Wirkual Machine Startup/Shutdown
v Yirkual Machine Swapfile Location

Gestion de I'emplacement
du fichier de swap par VM.

FORMATION - REF:~" WIZ 008
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Alamns | Permissions

Hardware ¥irtual Machine Swapfile Location
Processors The wvirtual machine swapfiles are stored in the location below, An individual virtual mac
Memary @ This hast is in a cluster which specifies that the virtual machine swapfiles are ta be st
Storage The host inherits this configuration. You can choose ko select the swapfile datastorg
Metwarking
Starage Adapkers Swapfile Location: Datastore 'esx35-2:skoragel’
Metwork Adapters

Software

VVMware Infrastructure 3.5 - Perfectionnement

—Swapfile location

(%" Default

Use the settings of the duster or host on which the
virtual machine resides,

™ Always store with the virtual machine

Store the swapfile in the same directory as the
virtual machine even if the host has a designated
datastore for swapfies,

™ Storein the host's swapfile datastore

If & swapfie datastore is specified for the host, use
that datastore, Otherwise store the swapfile with
the virtual machine.

Mote: Settings on this page can affect YMation
performance. Consult the VirtualCenter documentation
for more information.




05. Architecture avancée
Boot from SAN

% Présentation

® Dans un environnement Boot from
SAN, les binaires ESX sont installés
sur une plusieurs LUN du SAN

» Avantages
"= Serveurs moins coUteux
" Remplacement de serveurs simplifiés
" Processus de backup intégrés au SAN
" Déploiement des ESX améliores

% |nconvénients

" Pas de Cluster Microsoft
" Configuration du bios de la HBA

FORMATION - REF:~~ W= 00a
Arumtec® 2008
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ESX Server

sarvice

S

FC aswitch

. storage array

boot disk
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05. Architecture avancee
Virtualisation du CPU (1/3)

® Emulation versus Virtualisation

® Dans le mode emulation, toutes les opérations sont exécutées dans un logiciel
par un émulateur

" Dans le mode virtualisation, les ressources physiques sont utilisées si nécessaire,
la couche de virtualisation gere les accés aux ressources physiques
® Une machine virtuelle peut fonctionner sur 2 modes :

= « Direct execution », sous certaines conditions, VMM (Virtual Machine Monitor)
peut faire fonctionner la VM directement sur le processeur.
Cela fournit de meilleures performances dans I'exécution des requétes CPU

= « Virtualization mode >, si le premier mode n’est pas possible, les instructions CPU
seront virtualisées, cela génere de l'overhead

) Execution
Ring 1 l:' of User

and OS

traps, interrupts, and

system calls

| machine enters Host Computer
~unprivileged mode System Hardware
FORMATION - REF-<. WIZ 00G
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operating system code
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05. Architecture avancee
Virtualisation du CPU (2/3)

® Virtual Machine Monitor (VMM)
= Composant logiciel qui met en ceuvre I'abstraction matérielle de la VM.
" Responsable du fonctionnement du Guest OS.
» Hyperviseur
= Composant logiciel responsable de 'hébergement et du management des VM.
® Fonctionne directement avec le hardware.
= Ces fonctionnalité varient selon ["architecture et implémentation.
®» Techniques de virtualisation

Memory virtualization Partitionnement mémoire et allocation de
memoire physique

Privileged instruction virtualization  Dé-privilégisation ou ring compression
(VT-x, Pacifica)

Device and I/0 virtualization Routage des requétes d'i/o entres
periphériques virtuels et matériels

ﬁFuRmHTlun - REF: s UIZ 00
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05. Architecture avancee
Virtualisation du CPU (3/3)

® CPU Affinity : Assignation de Core CPU pour une machine virtuelle
sur un systéme multi processeurs.

— Scheduling Affinity

Select physical processor affinity for this virtual machine:
= Mo affinity

% Run on proceszor(z):

Fro N1 M2 W3 T a0 5 s "7

Hyperthreading: Inactive

®» Contraintes :
" Réduit le load balancing des acces CPU automatiques
" Peut interférer avec la gestion des ressources (limit et shares)

" La « CPU affinity > peut étre modifiee si une VM est migrée sur
un autre serveur ESX

" Ne fonctionne pas avec DRS en mode <« Fully automated »

ﬁFﬂHmHTlﬂﬂ - REF: " Wz 00g " t
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05. Architecture avancee
Virtualisation de la mémoire (1/2)

® La plupart des systémes d’'exploitation supporte la mémoire virtuelle, principe de
dépassement de la mémoire physique. La mémoire virtuelle est divisée en blocs de
4kB, appelés « Pages ». Lorsque que la memoire physique est saturée, les données
des pages virtuelles sont stockées sur le disque.

= « Mapping » entre l[a mémoire physique et virtuelle, les tables de page traduisent des
adresses de mémoires virtuelles en adresses de mémoires physiques

» Le serveur ESX virtualise la mémoire en ajoutant un niveau supplémentaire,
la traduction d'adresses mémaoires :

" Le VMM maintient un mappage entre les pages meémoires du systéme d'exploitation
et les pages mémoires physiques

( \irtual machine ( virtual machine )
1 2
a h] clb guest virtual memory
WK |
LD P
a! b #‘1 )Jr G guest physical memoary
-l AR A J
: v S I
i \\‘ r’ : /
L 4 - k L' ]
a blb c machine memory
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05. Architecture avancee
Virtualisation de la mémoire (2/2)

VVMware Infrastructure 3.5 - Perfectionnement

® La virtualisation de la mémoire engendre deux « Overhead » mémoire

" Temps supplémentaire d’'acces a la memoire (trés court)
= Erreur de page

" Espace mémoire supplémentaire

Service console et VMkernel
Machine virtuelle

Overhead VM  Overhead VM Overhead VM  Overhead VM
vCPU Mémoire (MB) 32-Bit (MB) 64-Bit (MB) vCPU = Mémoire (MB) 32-Bit (MB) 64-Bit (MB)
1 256 87.56 107.54 2 8,192 287.57 325.98
1 512 90.82 110.81 2 16,384 472.18 511.34
1 1,024 97.35 117.35 2 32,768 841.40 882.06
1 2,048 110.40 130.42 2 65,536 1,579.84 1,623.50
1 4,096 136.50 156.57 4 256 146.75 219.82
1 8,192 188.69 208.85 4 512 153.52 226.64
1 16,384 293.07 313.42 4 1,024 167.09 240.30
1 32,768 501.84 522.56 4 2,048 194.20 267.61
1 65,536 919.37 940.84 4 4,096 248.45 322.22
2 256 108.73 146.41 4 8,192 356.91 431.44
2 512 114.49 152.20 4 16,384 573.85 649.88
2 1,024 126.04 163.79 4 32,768 1,007.73 1,086.75
2 2,048 149.11 186.96 4 65,536 1,875.48 1,960.52
2 4,096 195.27 233.30

L1 ES
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05. Architecture avanceée
Gestion de la mémoire

® Lorsque le besoin de mémoire pour les machines virtuelles dépasse la capacité mémoire
physique du serveur, on appelle cela « Memory Overcommitment »

® Les machines virtuelles peuvent avoir plus de mémoire configurée que disponible
physiguement sur le serveur ESX

% Trois solutions afin de réclamer de la mémoire supplémentaire aux machines virtuelles :

= « Transparent Page Sharing », page
mémoire identique entre plusieurs VM, (1)
écrite qu'une seule fois sur la mémoire
physique de I'ESX diee opmraliio

systam

Memory Balloon

] -
e
o

= « Memory Balloon », un pilote est installé
avec les VMware Tools « vmmemctl », il
permet de libérer de la mémoire pour que
d’autres VM lutilisent en cas de contention
(schéma ci contre)

= « Swap », un fichier de swap sera utilisé
en dernier recours
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05. Architecture avancée
Architecture VirtualCenter

VirtualCenter

VMware Infrastructure 3.5 - Perfectionnement

® Composants clés de VirtualCenter Server

database interface

Management Server
d;cﬁva
. : irectory
distributed senices interface
user
i access
host sendces Ry
host management
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AP
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directary applicaton
saner
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05. Architecture avancee
Configuration en ligne de commande (1/2)

% Utilisation des commandes dans le service console

Commande Description

Configuration de la partition de diagnostic

esxcfg-firewall

Configuration des ports Firewalls du service console

esxcfg-info

Fournit un état du service console et du VMkernel

esxcfg-mpath

Configure les parametres du “multipath” pour le fibre channel ou le iSCSI

esxcfg-nas

Gere les montages NAS (NFS)

esxcfg-nics

Liste des cartes réseaux physiques (Pilote, PCI, vitesse, état)

esxcfg-resgrp

Configuration des pools de ressources

esxcfg-route

Configuration de la passerelle par défaut du VMkernel

esxcfg-swicsi

Configuration du Software Initiator iSCSI

esxcfg-upgrade

Mise a jour du serveur ESX de 2.x a 3.x

esxcfg-vmhbadevs

Liste des mapping du périphérique de stockage dans le /dev du service console

esxcfg-vmknic

Création et mise a jour des parametres TCP/IP du VMkernel

esxcfg-vswif

Création et mise a jour des parametres réseau du service console

esxcfg-vswitch

Création et mise a jour des switchs virtuels
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VMware Infrastructure 3.5 - Perfectionnement

05. Architecture avancee
Configuration en ligne de commande (2/2)

% Utilisation des commandes dans le service console

Commande Description

Création et configuration des disques virtuels et du VMFS

esxupdate

Affiche les updates installés et permet la mise a jour de 'ESX

vmware-cmd

Interaction avec une machine virtuelle

vm-support

Création d’'un dump pour débogage

vdf

Rapport sur lespace disque utilisé

vmkping

Lance un ping en utilisant le VMkernel

reboot

Redémarre le serveur ESX

shutdown now

Arréte le serveur ESX
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® Ol. Reseau
02. Stockage

03. Gestion de la securité
et des permissions

04. Protection et disponibilité
des données

05. Architecture avancée
® Q6. Monitoring du datacenter

® 06. Monitoring du datacenter

= Graphigue de performance

= Qutils de suivi de performance
= Cartographie de datacenter

= Gestion des taches

= Gestion des alarmes
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06. Monitoring du datacenter
Graphique de performance

;2'31911531115 UMware Infrastructure Client - il B [
File Edit View Inventory Administration Plugins Help
=T 71 g o & 3
Inventory Scheduled Tasks Events Administration Maps Consolidation
« % m 0np 9
@ Hosts & Clusters
= [y Arumtec .
=] & 35 GPIhﬂgSlaﬂecl Sm'mnafy ek Iaske & Events | Narms .| Console:| Permissions:| Maps
] CPU B esx35-1.arumtec.ne CPI.!,-'ReaI -time, 23!12!2007 15:23:38 - 28/12/2007 16:23:38 Change Chart Options... Sywitch to: icpu i & @ H rq
B esx35-2.arumtecne | 5= svery ) seconds =
a Production — 200 . - o ; i i i ; i m m ” o i —\Disk = - L7 L
2 g CLI-Appliace-Win Memary
U MemOIre % Cli-Appliance-LInux I;let't\eork
G GAC-APPS SEn =
: h GAC-BDC Z 1
= DISCIUG i GAC-BDC2 & 8
3 /\Afw j\‘\[\m wJ\w "
. @ IFP-ADI -
- Reseau & IFP-EX1 j‘:ﬂu _ \Aﬁ w%«»\ﬁ,&mwww
@ IFP-EX2 e e =
@ IFP-5QL1 15:25 155 35 15: 45 15: 55 16 05 16: 15
- COS B oo e
@ Nostalgia
N @ NT4.0 Fred Performance Chart Legend
= Systeme & rope-apps : . . .
[ rgac-bdc Key | Object | Measurement’ | Units | Latest| Maximum | Minimum | Average|
(s RouterGAC B o CPU Usage inMHz (4verage) MHz 78 141 66 78,09
n D RS 3 [VE-35] B vc3s CPU UsageinMHz (Average) MHz 82 144 70 81,62
(B Win2ks B veas CPU Usage (Average) Percent 412 7,26 3,51 411
77 Tasks @ Narms | |administrator A

= Visualisation en temps réel ou sur une plage de temps personnalisée

= Exportation au format Microsoft Excel ou en image (jpg, gif, bmp, png)
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06. Monitoring du datacenter
Outils de suivi de performance (1/3)

» SNMP

Configurer et activer 'agent SNMP
= Via les commandes service et chkconfig

Editer la configuration
= Située dans /etc/snmp/snmpd.conf

nnnnnn

Corfiguratier: Fault Tools Options Window Iikerriet Services Help

ap Ex g Performance
Ll el @)= 8
{i72; T 2

Installer les MIBs VMware dans l'outil de monitoring

MIBs ESX : /usr/lib/vmware/snmp/mibs
MIBS VirtualCenter : C:\Program Files\VMware\Infrastructure\VirtualCenter Server\MIBS

= World IDs = Ecritures sur disques
enterBrises.vmware.vmeirtMachines.vaable.vantry.v enterprises.vmware.vmwResources.vmwHBATable.hb
mVMI akntry kbWritten

= Mémoire utilisée
= Quels sont les OS qui tournent ? enterprises.vmware.vmwResources.vmwMemory.mem
enterprises.vmware.vmwVirtMachines.vmTable.vmEntry.y | Table.memEntry.memUtil
mGuestState

SNMP agent et VMware SNMP subagent avec MUI
# snmpwalk -Os -M  /usr/share/snmp/mibs:/usr/lib/vmware/snmp/mibs

-m all localhost public
.enterprises.vmware.vmwVirtMachines.vmTable.vmEntry.vmGuestOS

vmGuestOS.0 = "win2000
vmGuestOS.1 = "win2000"
“linux” ‘ ‘

vmGuest0S.2
FORMATION - REF:~.~ U= (0@ n n
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06. Monitoring du datacenter
Outils de suivi de performance (2/3)

® Monitoring via les outils constructeurs

" Les outils d'administration systéme servent a:
= Remonter des alertes de dysfonctionnement
Inventaire Hardware et Software
Session remote
Utilisation des ressources systemes
Restauration automatique apres détection de pannes

" Exemples

= HP Insight Manager
= Dell OpenManage
= IBM Director

" Remote management

= Compaq Remote Insight Lights-Out (RILO)
= Dell Remote Access Card (DRAC)
= IBM Remote Supervisor Adapter (RSA)
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06. Monitoring du datacenter
Outils de suivi de performance (3/3)

® Utilisation de Esxtop

4:01:24pm up 19 days 22:53, 117 worlds:; MEM overcommnit swg: 0,00, O0.00, 0,00

FMEM FME: 32767 total: 272 cos, 400 <ok, 54558 other, 26606 free
VMEMEM/ME: 32060 managed: 1923 minfree, 3032 rawd, 28356l urswvd, high =state
COIMEMS ME: 11 free: 541 swap_t, 513 swap f: 0.00 iz, 0.00 wis
FP3IHARE/ME: 8254 shared, 580 common: 7374 saving

SWAF FME: ] Cure, 0 target: 0.00 iz, 0.00 wis
MEMCTL/ ME: u] Curr, 0 target, 79837 max

IMEmMOLE Y 0Ol

NWLD MEMZZ S T 3 JF % COVHDTIT COVHD OVHDMAX

17 srware—vmkauthd 1 5.59 5.59 1.91 ] ] n] ] o.oo o.oo o.oo
18 GALC-EBLC =] Teg.00 5z9.15 115.:20 5 7 T 4 17.64 44,99 g8, 60
19 GALAC-AFPS =] Teg.00 544,54 176,64 4 =] & 3 17.64 5E0.55 Q3.09
20 rgac-apps =] Teg.00 431.54 107.5:2 9 7 g 3 17.64 47 .39 g85.87
21 GLAC-DC1 5 384,00 az27.07 107.5:2 9 1z 11 11 14.25 43 .10 g83.63
22 RouterGAC =] 256.00 285,68 25.60 9 =] ] =] 13.1%2 39.58 7o.9z
23 GLC-BLCZ 5 384,00 338,88 90,54 o) 14 13 14 14.25 47 .57 g3.57
24 rogac-hbde =] Teg.00 511.79 90,54 4 =] 5 4 17.64 43,99 ga.77Y
-6 IFP-EX1 6 Z2043.00 agd . 582 61,44 z 1 2 z 28.93 5g.0z 106.59
27 IFP-EXZ 5 Z043.00 1060.10 61,44 4 1 3 3 28.93 6z .04 111.:28
28 IFP-20L1 6 Z2043.00 6gd .93 g81.9:2 5 z 4 4 28.93 6z .54 111.45
29 IFP-ATDO1 5 Z043.00 615,00 g81.9:2 4 1 3 4 28.93 53 .00 10z .30
32 MNagios 5 256.00 dz2l.3z2 o.oo ] ] n] ] 13.1%2 24.79 Jo.av

«CPU sRéseau

»Stockage *Mode Interactif

sMémoire sMode Batch
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06. Monitoring du datacenter
Cartographie du Datcenter

» Représentation des relations entre les composants
de linfrastructure virtuelle

Q SAM storage

e

@ Miindows 2000
Windows 2003 [ﬁ] '

__.-"
-'---- -
Windows 2003 Se.. 192 165 100}/@

Wi Hetwork 2 Q [_‘Eﬁ
.H-\'\-\_

T Q /
1““—-5_
. HOStS stn:-rage1 \ ||I /ﬁWmdnwsxF"
= VM \ WirualCenter 5.
= Networks
= Datastores " Export des maps au format BMP, JPEG ou EMF
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06. Monitoring du datacenter
Gestion des taches

% Lancement d'une tdche immeédiatement
ou planification des taches :

Changer I'état (on/off) d'une machine virtuelle
Cloner une machine virtuelle
Déployer une machine virtuelle o il P ks Nl :
27 o %) = & # e

Déplacer une machine virtuelle avec VMotion  hews = ScedkdTesc | Eens A Mo Feedck
d Mew 93 Properiss

[55 L0.17.36.106 - ¥Mware VirtualCenter

Relocate une machine virtuelle GEmm
Scheddad Tashs
Créer une machine Virtue"e PMzrma | Deseription | Laztrun | Haxtrum |
clone bask schedulsd kask Urbrizer 1/23)2006 12:00:00 PM
Créer un Snapshot d’une maChine Virtue"e [P vm rest scheduled task Unkroan 1/Z0J2006 6:15:00 P |
Custom d'une machine virtuelle
£ Tasks (3 Alarme A

Ajouter un serveur ESX

Exporter une machine virtuelle
Importer une machine virtuelle

iz a0g
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06. Monitoring du datacenter
Gestion des alarmes

® Configuration et gestion des alarmes » Actions :
sur tous les composants du datacenter = Envoi d'un email
= Serveur, VM : CPU, mémoire, disque = Envoi d'une trap snmp
et réseau

J " Lancement d'un script
" Etat des serveurs et des VM = Changement d'état (on/off) dune VM

|J--_-T,J 10.17.87.224 - ¥irtual Infrastructure Client
File Edit View Inventory Administration Help

i Vi 1Y) o &

Inventary Scheduled Tazks Events Adrnin i aps
+
« % | @
[l [F7 Hasts & Clusters -
= Mew Datacenter New Datacenter
E‘ E chlﬁg.eng.vmware ém:':.:'ll_l_l-:l Ylachines [n
MA-2006
% Nods 1 Wiew:  Alaimz || Definitions
] & Nods 2 Mame | Defined In | Description
@ Haosk connection skake 1 QA-2008 @ Host connection state  Hosts & Clusters  Defaulk alarm to monitor host connec. ..
Host CRLU L < [ vyl 69-rha-bus @' Host CPU Usage Hasts & Clusters  Defaulk alarm ko monitor host CPU ..,
@ a5 s3ge % Wy 169-rhd-lsi @' Host Memory Usage Hosts & Clusters  Defaulk alarm to monitor hosk mema.,.
weyLES-w2kent: @ virtual Machine CPU UL, Hosts & Clusters  DeFault alarm ta manitar Yirtual mach..
w HDSt |"-"|E,'|'|'||:|r":,-' USEQE—' g & :;:169—w2k33nt- @ Wirkual Maching Mema.., Hosks & Cluskers  Defaulk alarm bo monicor wirkual mach, ..
. . = voy174.eng vmmare o
@ Virtual Machine CPU Usage @ test L[| @ Mew dlarm This object
. . L} »
@ Yirkual Machine Memaory Lsage K1 I
7 Tasks @ Alams | v
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® Ol. Reseau
02. Stockage

03. Gestion de la securité
et des permissions

04. Protection et disponibilité
des données

05. Architecture avancée
® Q6. Monitoring du datacenter

% 06. Fonctionnalités additionnelles

= Marketplace

= Guided Consolidation

= Capacity Planner

= VMware Converter

= VMware Update Manager
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O7. Fonctionnalités additionnelles
Marketplace

® Virtual Appliance Marketplace

" Déploiement de machine virtuelle préconfigurée.
" Import depuis un fichier, Virtual Appliance Marketplace, Intranet.
" Export de VM au format OVF

B Import Location
VTN

Virtual Appliance Details
End User License Agreement
Mame and Location
Host f Cluster
Resource Pool
Datastore
Metwork Mapping
Ready to Complete

FORMATION - REF:~" WIZ 008
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Virtual Appliances

F Remote CLI Appliance - 119 MB
Manage your VMware ESX Server remotely using Linux-style commands.

k Browser Appliance - 288 MB
Browse the web with the safety and security of a dedicated WM
to protect against adware and spyware and safeguard personal information.

r HNostalgia - 6.3 MB
Ancient D03 Games, ready to play!
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O7. Fonctionnalités additionnelles
Guided Consolidation

DISCOVER

® Consolidation assistée

" Découvre automatiguement les
serveurs physiques.

" Collecte de données de performance ANALYZE
a partir de ces serveurs.

® Converti les serveurs en VM qui sont
intelligemment migres sur I'ESX le
plus approprie.

CONVERT
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O7. Fonctionnalités additionnelles
Capacity Planner

®» Consolidation de serveurs
" Analyse de la charge et de l'utilisation de
votre infrastructure
" Monitoring des ressources
= Décision du scénario de consolidation

VVMware Infrastructure 3.5 - Perfectionnement

PPV LTEE
FEVETTOT
CEVPETEE

Phrysical Computer | ZPU Info | Memary Info | Status

| Confidence | CPU Usage

| Memory Usage |

Y35 1x2,0GHz 2B

##+ Ready for consolidation  +e++  High

[ 47 MHz 703 ME|
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O7. Fonctionnalités additionnelles
VMware Converter

® Virtualisation/Importation | Source |

" Conversion de machine ESX Server 3.x
Physique en VM (P2V) o
Yilware 1.rir_tua|
" Import de VM vers un ESX machines S
VirtualCenter M
" Import de sauvegardes VCB VMware -
. . third-party Converter -
" Import d'images de logiciels el

tiers (Virtual Server, Backup

Exec System Recovery, Norton hhwore Player
third-party VMware Server 1
Ghost ]O) systern images

VM
Workstation 4
G5 X Server

VM
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O7. Fonctionnalités additionnelles
VMware Update Manager (1/2)

» Gestion des patchs de votre
infrastructure

® Update Manager va étre capable de gérer
les mises a jour pour les ESX, les OS des
VM (Windows, RedHat) et les applications
tiers (Adobe Macromedia etc. )

"1l est possible de faire un snapshot avant
la mise a jour et ainsi I'annuler en cas de
probleme.

®La gestion des mises a jour s'effectue par
groupe (Baseline).

ﬁFDRITIHTIEIH - REF: " Wz 00g
Arumtec® 2008 S - A j ‘ 134
volys




- ] VVMware Infrastructure 3.5 - Perfectionnement

O7. Fonctionnalités additionnelles
VMware Update Manager (2/2)

" Chaque ESX du cluster entre Update Manager server
successivement en mode
maintenance.

®Les VM sont alors migrées sur
les autres ESX.

®L'ESX est mis a jour et est
redémarré si nécessaire.

®les VM sont replacées a leur
emplacement initial.

"W L’ESX suivant est sélectionné.

!vmtion
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