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1. Introduction

Ce document décrit l’ensemble des Travaux Pratiques abordé lors de la session de formation. 
	
	Session

	1
	· VMware VI35 Perfectionnement


Chaque TP est décris de la manière suivante :

	
	Pré-requis

	[image: image1.jpg]



	· Les pré-requis du TP sont récapitulés

	
	Objectif

	[image: image2.jpg]



	· L’objectif du TP précisé

	
	Résultat

	[image: image3.jpg]



	· Le résultat du TP est synthétisé


Ils implémentent les procédures permettant d’installer et de configurer la plateforme virtuelle et les différents composants qui la constituent.

2. Pré-requis
	
	Pré-requis
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	· Vous devez disposer de la fiche de Configuration des Composants de l’Infrastructure Virtuelle pour votre session


3. Description de l’infrastructure

Ce chapitre décrit l’infrastructure, physique et logique à implémenter au fil de l’eau au cours de la session.
3.1. Architecture de l’infrastructure virtuelle
L’Infrastructure Virtuelle que vous allez utiliser est décrite dans le schéma ci-dessous
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Schéma macroscopique d’architecture de l’infrastructure virtuelle


3.2. Composants physiques
3.2.1. Serveurs 
3.2.1.1. Serveurs VMware ESX

Le détail de la configuration des serveurs VMware ESX est résumé ci-dessous :
	Serveurs VMware ESX

	Modèle
	[%ESX_MODELE%]

	Type processeur
	[%ESX_CPU%]

	Mémoire Ram
	[%ESX_RAM%]

	Disques internes
	[%ESX_LOCAL_HDD%]

	Accès au Réseau
	[%ESX_NIC%]

	Accès au Stockage mutualisé
	[%ESX_HBA%]

	Version de VMware ESX
	[%ESX_VERSION%]


NB : La configuration de chaque serveur est détaillée dans le FCS (Fiche de Configuration de la Session) correspondante
3.2.1.2. Serveur VMware Virtual Center

Un serveur Virtual Center centrale pilotera le cluster. Il sera installé sur un serveur, disposant de la configuration suivante :

	Serveur VMware Virtualcenter

	Type
	( Virtuel

(Physique

	Système d’exploitation
	( Windows 2003 Enterprise
	( Windows 2000

	Version de Virtual Center
	[%VC_VERSION%]

	Base de données
	( Oracle

( MS SQL Server

( MS MSDE
	( 9iR2
( 2000
	( 10gR2

( 2005
	(  10gR1



NB : La configuration du serveur Virtual Center est détaillée dans le FCS (Fiche de Configuration de la Session) correspondante

3.2.1.3. Serveur de licence

Le serveur Virtual Center supporte le serveur de licence de la ferme
3.2.2. Stockage

3.2.2.1. Identification des moyens de stockage

Les machines virtuelles de l’Infrastructure Virtuelle sont stockées sur les types de datastore suivants :
	Type
	Modèle
	Oui/Non

	Local
	Disque local à l’hyperviseur
	(

	SAN FC
	[%STK_MODELE_FC%]
	(

	SAN iSCSI
	[%STK_MODELE_iSCSI%]
	(

	NAS NFS
	[%STK_MODELE_NFS%]
	(


3.2.2.2. Segmentation du stockage

Chaque serveur membre de l’Infrastructure Virtuel verra les Datastores suivants :
	Définition des Datastores

	Datastore VMFS Local

	
	Taille
	Nom
	

	1
	(*)
	VMFS_VTL_DAS_[%XY%]
	

	Datastore NFS

	
	Taille
	Nom
	[%NFS_SERVEUR %]
	[%NFS_SHARE %]

	2
	1 Go
	VMFS_VTL_NFS_[%XY%]
	
	

	Datastore VMFS FC

	
	Taille
	Nom
	

	1
	100 Go
	VMFS_ VTL_FC_[%XY%]
	

	RDM FC

	
	Taille
	Nom
	

	1
	1 Go
	RDM_VTL_FC_[%XY%]
	

	2
	1 Go
	RDM_VTL_FC_[%XY%]
	

	Datastore VMFS iSCSI

	
	Taille
	Nom
	

	1
	1 Go
	VMFS_VTL_IP_[%XY%]
	


(*) Selon la taille disponible sur les disques locaux

3.2.3. Réseau

3.2.3.1. Identification des moyens réseaux

Vous disposerez :

· de 2 interfaces réseaux connectés par serveur ESX, attachées à 2 switchs IP en redondance
· d’une carte d’accès à distance [%SRV_REMOTE_IP%]
3.2.3.2. Configuration du réseau virtuel

Les ports réseau des serveurs ESX seront répartis de la manière suivante :
	Carte physique
	Switch virtuel
	Port Group
	Service rendu

	Vmnic0
Vmnic1

	vSwitch0
	( Service Console  

( VMkernel

( Virtual Machine
	Service Console

VMotion/HA

Virtual Machines
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Configuration du réseau virtuel sur les serveurs ESX


4. 
Gérer et optimiser l’infrastructure

4.1. Gérer le réseau
4.1.1. Création d’un LAN routé

	
	Pré-requis
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	· Vous disposez d’une VM créé précédemment
· Vous disposer du logiciel d’installation du routeur SmoothWall

	
	Objectif
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	L’objectif de ce TP est de créer la configuration réseau suivante :

· 2 switchs virtuels :

· 1 switch connecté au LAN qu’on qualifiera d’externe

· 1 switch interne, non connecté au LAN (qui constituera le LAN interne)

· 1 VM avec 2 ports réseaux virtuels, une patte connectée à chaque switch, jouant le rôle de router

1 VM avec 1 port réseau virtuel connecté au switch interne, accédant au LAN via le routeur

[image: image9.jpg]





	N° 
	Action
	Résultat

	1
	· Créer un switch virtuel interne
	

	2
	· Créer un switch virtuel connecté au LAN

	

	3
	· Créer une VM de type LINUX, avec les caractéristiques ci-contre
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	4
	· Installer le système Smoothwall faisant office de routeur en bootant sur l’iso correspondant
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	5
	· Ignorer l’option de restauration de la configuration du routeur
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	· Choisir la politique de sécurité « Half-open »
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	7
	· Choisir le type de configuration réseau
	[image: image14.jpg]2

Fio Vew v

I p D B comectFoppyt hic

= http://sMoothra

—— Network configuration menu ——7m8——

Current config: GREEN (RED is modem/ISDN)

Netnork igur T
Drivers and card assignments
Address settings

NS and Gateway settings






	8
	· Choisir la configuration « GREEN+RED »
· RED : connexion au LAN externe via le switch lui-même connecté au LAN

· GREEN : connexion interne via le switch interne
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	9
	· Attribué les cartes réseaux aux interfaces GREEN & RED
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	10
	· Lancer la détection des cartes pour attribution
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	11
	· Le programme détecte les 2 cartes virtuelles de type AMD PCnet
NB : à ce niveau de l’installation, il est difficile d’identifier laquelle des 2 cartes est connectée au switch connecté au LAN de celle connecté au switch interne
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	12
	· Distribuer les 2 cartes réseaux aux interfaces GREEN & RED
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	13
	· Configurer les politiques d’adressage IP des 2 interfaces
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	14
	· Configurer l’interface GREEN en lui attribuant une adresse privé destiné a LAN interne non connecté au LAN externe
NB : par exemple 192.168.XXX.1
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	15
	· Configurer l’interface RED en lui attribuant une adresse via DHCP 
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	16
	· Omettre la configuration DNS & Gateway, dans la mesure ou celle-ci sera attribué via le DHCP du LAN externe
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	· Configurez le service DHCP pour le LAN interne (non connecté au LAN externe)
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	18
	· Activer la fonction DHCP et définir les paramètres du service
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	19
	· Définir le mot de passe pour les utilisateurs « root » (pour la connexion au routeur via SSH et admin (pour la connexion au routeur via https)
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	· Le routeur est prêt à fonctionner
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	21
	· Connecter une VM Windows 2003 créé précédemment au switch interne
	

	22
	· Renouveler l’adresse IP de la VM

· Ipconfig /release

· Ipconfig /renew
NB : si aucune adresse IP du LAN interne (du range 192.168.XXX.0 définit plus haut) n’est attribuée, inversait l’affectation des ports réseaux du routeurs aux 2 switchs et redémarrer le routeur
	[image: image28.jpg]<C> Copyright 1985-2081 Microsoft Corp.
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	· Se connecter au routeur via le navigateur de la VM connecté au LAN interne

· https://192.168.XXX.1:441
· Login : admin

· Password : votre mot de passe
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	24
	· Se connecter au web via le navigateur de la VM connecté au LAN interne
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	Résultat
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	· Vous disposez d’un LAN interne connecté au LAN externe via un routeur


4.2. Gérer le stockage

4.2.1. Créer une VMFS

	
	Pré-requis
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	· Vous disposez d’une LUN de 1Go par stagiare, utilisable en VMFS

	
	Objectif
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	L’objectif du TP est de créer une nouvelle VMFS


	N° 
	Action
	Résultat

	1
	· Dans l’onglet configuration, cliquer sur Storage Adapters pour lister vos contrôleurs HBA et positionnez vous sur celui qui vous intéresse 
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	2
	· Cliquer sur le lien Rescan pour lancer une détection des LUNS allouées
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	3
	· Cliquez sur OK pour lancer le scan
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	4
	· Cliquer sur le lien (ISCSI,SAN,NFS) » ,puis sur le lien « Add Storage»
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	5
	· Sélectionner Disk/LUN
	[image: image38.jpg](2 nda storage

Select Storage Type

D0 you want to format  new volume or use & shared folder over the network?

- Disk/LUN
Device Locatior
Praperte:
Formattin

Ready to Com

Storage Type.
* Disk/LUN
‘Choose this option f you want to create a datastore or other vokum on a Fbre Channel, ISCST
orlocal SC31 dik,
Network File System

Choose this option f you want to use a shared folder over a network connecton a it were &
hware datastore.

b






	N° 
	Action
	Résultat

	6
	· La liste des LUN disponibles apparait, sélectionnez la LUN
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	7
	· Donnez un nom à la LUN
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	8
	Sélectionnez la taille des blocks (par défaut : 256 GB, Block size : 1 MB)
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	9
	· Cliquer sur Finish pour valider l’ajout de la LUN à votre serveur ESX
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	Résultat
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	· Vous disposez d’une nouvelle VMFS


4.2.2. Etendre une VMFS

	
	Pré-requis
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	· Vous disposez de la VMFS créé à l’étape précédente
· Vous disposez de la VMFS de votre binôme

· Vous devez détacher cette seconde VMFs de Virtual Center

	
	Objectif

	[image: image45.jpg]



	L’objectif du TP est d’étendre la VMFS en faisant un extend des 2 VMFS précédentes


	N° 
	Action
	Résultat

	1
	· Sélectionnez votre serveur ESX dans la barre d’inventaire, cliquez sur l’onglet Configuration puis sur la catégorie Datastore
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	2
	· Positionnez-vous sur le datastore à étendre et cliquez sur Properties
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	· Cliquez sur Extend LUN, sélectionnez la LUN que vous souhaitez rajouter.
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	· Sélectionner la taille de l’extension
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	· Votre LUN est maintenant étendue.
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	Résultat
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	· Vous disposez d’une VMFS de 2 fois la taille de la VMFS initiale


4.2.3. Ajouter un disque virtuel de type Raw Device Mapping
	
	Pré-requis
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	· Vous devez casser la VMFS créée à l’étape précédente.
· Vous disposez à nouveau d’une LUN par stagiare, utilisable en Raw Device

	
	Objectif
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	L’objectif du TP est d’ajouter un disque virtuel de type RDM à une des VM précédemment créée

· en mode physque pour le 1er stagiaire du binôme

· en mode virtuel pour le 2nd stagiaire du binôme


4.2.3.1. Mode virtuel

	N° 
	Action
	Résultat

	1
	· Faire à clic droit sur votre VM puis Edit Settings …
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	· Cliquez sur Add.. pour rajouter un Hard Disk

· Selectionner Raw Device Mapping
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	· Choisissez une LUN disponible
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	· Choisissez le a datastore pour le mapping
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	· Choisissez le mode Virtuel
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	· Choisissez le Virtual Device Node et si le disque doit être en mode Indépendant
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	· Cliquez sur finish pour valider l’ajout de votre RDM
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4.2.3.2. Mode physique

	N° 
	Action
	Résultat

	1
	· Supprimez le RDM précédemment rajouté

· Procéder de la même manière en sélectionnant le mode Physique

· Constater que le disque ne peut plus être mis en mode Indépendant, ce qui illustre qu’il ne peut plus être affecté par les snapshot VMWare
	


	
	Résultat
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	· Vous disposez d’une VM avec un disque virtuel en RDM


4.2.4. Préparation du Filer Netapp pour un attachement ISCSI et NFS

	
	Pré-requis
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	· Vous disposez d’une VM simulateur Netapp vous permettant d’accéder à des datastores NFS ou iSCSI.

	
	Objectif
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	L’objectif du TP est de créer un volume sur le filer afin qu’il puisse être utilisé par la suite en tant que datastore ISCSI ou NFS


	N° 
	Action
	Résultat

	1
	CONFIGURATION DU FILER

· Pour administrer le filer, entrez son adresse IP dans un browser internet 
http://[%STK_URL_IP%]/na_admin/
Identifiants :
· Login : [%STK_LOGIN_IP%]
· Mot de passe : [%STK_PASSWD_IP%]
Cliquez sur FilerView
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	1ère étape : création des volumes

(L’aggrégat de disque est déjà crée)

· Cliquez sur Volumes puis sélectionnez la rubrique Add
· Cliquez sur Next
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	· Sélectionnez Flexible puis cliquez sur Next
	[image: image68.png]Volume Wizard - Volume Type Selection

Volume Type Selection © Flexible @
‘Select whether you want to create a traditional, flexible, or cache volume. O Traditional

© Cache






	4
	· Volume Name : [%STK_VOL_NFS%]
· Language : French

Cliquez sur Next
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	· Containing Aggregate : [%STK_AGGR_IP%]
· Space Guarantee : volume

Cliquez sur Next
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	· Volume Size Type : Total Size
· Volume Size : mettre en MB le maximum disponible

· Snapshot Reserve : 0%

Cliquez sur Next
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	· Cliquez sur Commit pour valider la création du volume
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	· Cliquez sur Close
	[image: image73.png]olume Wizard - Success

i Volume updated successfly.







	
	Résultat
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	· Vous disposez d’un volume qui peut être configuré en ISCSI ou NFS


4.2.5. Configurer un Datastore NFS

	
	Pré-requis
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	· Avoir un volume disponible

	
	Objectif
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	L’objectif du TP est de configurer un Datastore de type NFS


	N° 
	Action
	Résultat

	1
	CONFIGURATION RESEAU
· S’assurer que le Service Console ainsi que le service Vmkernel (précédement utilisé pour le vmotion) figure dans le même sous réseau que le filer netapp.
· Connectez au shell via Putty sur votre serveur puis :
· Effectuez un ping vers le filer

· Effectuez un vmkping vers le filer

	Exemple :

Service Console
[%ESX_SC_IP%]
Vmkernel 

[%VMOTION_IP%]
IP du filer netapp 
[%STK_URL_IP%]
[image: image77.png][root@esx1-35 root]# ping 192.168.0.129
PING 192.168.0.125 (192.168.0.129) 56(84) bytes of data.
62 bytes from 192.168.0.129: icmp_seq=0 tt.
62 bytes from 192.168.0.129: icmp_seq=l Tt
62 bytes from 192.168.0.129: icmp_seq=2 tt.

tine=0.228 ms

192.168.0.129 ping statistics
s packets transmitted, 3 received, 0% packet loss, Time 2018ms
rtt min/avg/max/mdev = 0.196/0.345/0.612/0.189 ms, pipe 2
[root@esx1-35 root]# vmkping 192.168.0.129

PING 192.168.0.129 (192.168.0.129): 56 data bytes

64 bytes from 192.168.0.129: icmp_seq=0 ttl=255 time=0.469 ms
62 bytes from 192.168.0.129: icmp_seq=l Tt

64 bytes from 192.168.0.129: icmp_seq=2 tct.







	2
	CONFIGURATION DES ACCES AU VOLUME SUR LE FILER

· Cliquez sur NFS, Manage Exports puis cliquez sur [%STK_VOL_NFS%]
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	· Assurez-vous que les 3 cases soient cochées et cliquez sur Next 
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	N° 
	Action
	Résultat

	4
	· Positionnez le chemin d’accès au volume NFS puis cliquez sur Next
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	5 
	· Afin d’autoriser l’accès en écriture à un serveur ESX, cliquez sur Add (vous pouvez laisser l’accès à tous les ESX en cochant la case All Hosts)
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	· Renseignez l’adresse IP du vmkernel et cliquez sur OK

[%VMOTION_IP%]
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	· Décochez la case et cliquez sur Next (seul cet ESX sera en mesure d’accéder au volume NFS)
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	· Cliquez sur Add afin de donner l’accès au compte du serveur ESX
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	· Entrez à nouveau l’adresse IP du vmkernel et cliquez sur Next
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	· Laissez la sécurité par défaut et cliquez sur Next 
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	· Cliquez sur Commit pour confirmer la création de l’export NFS 
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	· Cliquez sur Refresh pour que les ACL soient à jour conformément aux informations entrées précédemment
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	13
	CONFIGURATION AU NIVEAU DE L’ESX
· Sous l’ESX, cliquez sur l’onglet configuration, puis sélectionnez la rubrique Storage puis sur Add Storage 

· Sélectionnez Network File System et cliquez sur Next
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	· Server : renseignez l’adresse IP du filer netapp
· Folders : entrez le chemin du volume exporté 
· Datastore Name : Entrez le nom du Datastore puis cliquez sur Next
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	· Vous devez voir apparaitre le datastore NFS

· Vérifiez que vous êtes en mesure de le parcourir et de créer un dossier dans ce datastore 
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	Résultat
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	· Vous disposez d’un datastore NFS


4.2.6. Configurer un Datastore iSCSI

	
	Pré-requis
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	· Avoir un volume disponible

	
	Objectif
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	L’objectif du TP est de configurer un Datastore de type iSCSI


	N° 
	Action
	Résultat

	1
	CONFIGURATION RESEAU
· S’assurer que le Service Console ainsi que le service Vmkernel (précédement utilisé pour le vmotion) figure dans le même sous réseau que le filer netapp.
· Connectez au shell via Putty sur votre serveur puis :
· Effectuez un ping vers le filer

· Effectuez un vmkping vers le filer

	Exemple :

Service Console
[%ESX_SC_IP%]
Vmkernel 

[%VMOTION_IP%]
IP du filer netapp 
[%STK_URL_IP%]
[image: image95.png][root@esx1-35 root]# ping 192.168.0.129
PING 192.168.0.125 (192.168.0.129) 56(84) bytes of data.
62 bytes from 192.168.0.129: icmp_seq=0 tt.
62 bytes from 192.168.0.129: icmp_seq=l Tt
62 bytes from 192.168.0.129: icmp_seq=2 tt.

tine=0.228 ms

192.168.0.129 ping statistics
s packets transmitted, 3 received, 0% packet loss, Time 2018ms
rtt min/avg/max/mdev = 0.196/0.345/0.612/0.189 ms, pipe 2
[root@esx1-35 root]# vmkping 192.168.0.129

PING 192.168.0.129 (192.168.0.129): 56 data bytes

64 bytes from 192.168.0.129: icmp_seq=0 ttl=255 time=0.469 ms
62 bytes from 192.168.0.129: icmp_seq=l Tt

64 bytes from 192.168.0.129: icmp_seq=2 tct.
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	CONFIGURATION INIATOR ISCSI
· Pré-requis : le port ISCSI software du firewall de l’ESX doit être ouvert.

· Pour ce faire, sélectionnez votre serveur ESX, cliquez sur l’onglet configuration puis sur Security Profile.
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	· Cliquez ensuite sur Properties et cochez la case correspondant au Software ISCSI Client 
(port 3260)
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	· Cliquez sur l’onglet configuration puis cliquez sur la rubrique de gauche Storage Adapters.

· Sélectionnez l’initiator software puis cliquez sur Properties
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	· Cliquez ensuite sur le bouton Configure pour activer l’initiator qui par défaut est en position disable
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	· Cochez la case Enable : l’IQN de l’initiator va se renseigner automatiquement puis cliquez sur OK.

· Vous aurez besoin de l’IQN pour l’autoriser dans le filer netapp
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	· Cliquez sur l’onglet Dynamic Discovery puis sur le bouton Add afin de pouvoir entrer l’adresse IP du filer 
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	N° 
	Action
	Résultat

	8
	ACTIVATION DU ISCSI SUR LE FILER

· Pour activer le ISCSI sur le filer, cliquez sur LUN puis Enable/Disable
· Cochez la case Enable puis cliquez sur Apply
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	· Vérifiez que le service est activé en cliquant sur LUN, ISCSI, Report
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	CREATION DU LUN SUR LE FILER

· Cliquez sur LUN puis Wizard pour lancer l’assistant de création de LUN
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	· Path : 
/vol/[%STK_VOL_IP%]/ [%STK_VOL_IP%]
· Size : mettre en MB le maximum possible
· LUN Protocol Type : VMware
· Space reserved : cochez la case
Cliquez sur Next
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	· Cliquez sur Add Group
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	· Name : [%CLUSTER_ID%]
· Operating System : VMware

Cliquez sur Next
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	· Cliquez sur Add Initiator 
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	N° 
	Action
	Résultat

	8
	· Recopiez l’IQN depuis le VI Client pour le renseignez dans le champs ISCSI node name
Cliquez sur Next
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	· Cliquez sur Next
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	· Spécifiez le LUN ID (de 0 à 4095)
Cliquez sur Next
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	· Cliquez sur Commit pour valider la création de la LUN
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	AJOUT DU LUN SUR L’ESX

· Sur le VI Client, positionnez vous sur l’onglet Configuration puis sur la rubrique Storage Adapters

· Positionnez vous sur le software initiator et effectuez un clic droit afin de lancer un rescan
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	· La LUN crée apparait dans la liste des SCSI Target
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	· Il vous suffit de rajouter la LUN dans les datastores via la rubrique Storage
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	· Cliquez sur Add Initiator 

	[image: image116.png]LUN Wizard: Add Initiators
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4.3. Gestion de la sécurité et des permissions

4.3.1. Gérer le firewall du service console de l’ESX
	
	Pré-requis
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	· Vous disposez de 2 serveurs ESX
· Vous disposez d’un fichier à transférer d’un serveur à l’autre

	
	Objectif
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	L’objectif du TP est paramétrer l’ouverture du port SSH sur le firewall du Service console de l’ESX


	N° 
	Action
	Résultat

	1
	· Lancer l’utilitaire Putty afin de se connecter en SSH sur l’ESX
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	· S’identifier sur l’ESX avec le compte root ( si celui-ci est autorisé à se connecter en SSH ) sinon utiliser un compte préalablement crée ( ex : vmware ), connecter avec  puis passer en mode root avec la commande : su –
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	· Lancer la commande SCP de ESX vers celui de votre binome afin d’y copier un fichier : scp NomFichier login2@serveur2:chemin2/NomFichier
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	· Constater que le transfert a échoué : Connection Refused

Effectivement par defaut le firewall de l’esx verrouille les ports SSH Client entre les ESX.

· Se Connecter sur l’ESX à partir duquel vous voulez envoyer votre fichier avec le VI client

· Aller dans l’onglet configuration puis Security profil et properties
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	· Cocher la case SSH Client

Pour effectuer la même ouverture de port sous Putty il vous suffit d’utiliser la commande ESXCFG-FIREWALL

· Se connecter en putty avec le compte root et taper la commande suivante : 
# esxcfg-firewall -e sshClient
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	· Relancer la commande scp, et le résultat suivant s’affiche :
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	Résultat
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	· Vous savez configurer le firewall de votre ESX


4.3.2. Gérer les permissions dans Virtual Center

	
	Pré-requis
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	· Vous disposez d’un accès à Virtual Center
· Vous disposez de votre login sur le poste client

	
	Objectif
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	L’objectif du TP est créer un rôle personnaliser dans Virtual Center, et d’y associer votre login


	N° 
	Action
	Résultat

	1
	Créer un rôle personnalisé

· Lancer le VI Client et se connecter au virtual Center
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	· Aller dans le menu administration, puis dans l’onglet Roles
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	· Faire un clic droit et faire Add…

· Donner un nom au rôle ( ex : Gestion VM )

· Sélectionner les droits à attribuer. Dans ce TP nous allons donner le droit a un utilisateur, de changer l’état d’un VM et de pouvoir la configurer 

· 
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	Ajouter votre login dans le rôle
· Une fois le rôle crée il faut maintenant, affecter des comptes utilisateur. Les comptes utilisateurs peuvent être soit des comptes locaux au serveur Virtual Center, soit des comptes provenant d’Active Directory.
· Pour affecter les permissions à tout l’environnement, aller au niveau Host and Cluster dans l’inventory, puis aller sur l’onglet permissions
· 
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	· Faire un clic droit puis sélectionner Add Permissions…

· Sélectionner le rôle qui vient crée puis rajouter le ou les utilisateurs ( dans ce TP, votre compte de formation )

· Observer maintenant les changements dans l’interface du VI Client.
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	Résultat
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	· Vous savez configurer le firewall de votre ESX


4.4. Protection et disponibilité des ressources
4.4.1. Gérer des Snapshots

	
	Pré-requis
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	· Vous disposez d’un accès à Virtual Center
· Vous disposez d’une VM précédemment créée

	
	Objectif
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	L’objectif du TP est déclencher un snapshot d’une VM, de faire une modification significative dans la VM, et de constater qu’elle disparait lorsqu’on opère un « reverse to snapshot » ou qu’elle persiste lorsqu’on fait un « remove snapshot »


	N° 
	Action
	Résultat

	1
	· Choisir une VM et lancer un snapshot :
· Clic droit sur la VM, puis Snapshot et cliquer sur take a snapshot…
· Donner un nom au snapshot et valider
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	2
	· Créer un fichier texte sur le bureau de la VM et y inscrire quelques lignes.

· Enregistrer le fichier

· Faire de nouveau un clic droit sur la VM puis snapshot, cliquer sur Revert to snapshot et valider
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	3
	· Constatez que le fichier disparait et que vous retournez à l’état où vous avez pris le snapshot
	


	
	Résultat
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	· Vous maitrisez la gestion des snapshots


4.4.2. Gérer les sauvegardes

	
	Pré-requis
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	· Vous disposez d’un accès au service console d’un des ESX
· Vous disposez d’une VM Windows 2003

· Vous disposez de l’initiateur logiciel iSCSI Microsoft pour Windows
· Vous disposez du package VMware VCB pour Windows

	
	Objectif
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	L’objectif du TP est de :

· construire un proxy VCB

· déclencher des sauvegardes via la commande vcbMounter depuis le Service Console de l’ESX ou depuis le proxy VCB


	N° 
	Action
	Résultat

	1
	· Faire une migration à froid de la VM routeur (parce que petite et peu consommatrice) de son Datastore d’origine vers le Datastore iSCSI que vous avez préconfiguré précédemment
· Dans la VM Windows 2003, configuré l’initiateur iSCSI pour rendre visible la LUN iSCSI
· Dans la VM Windows 2003, installer le package VMware VCB
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	· Lancer la commande vcbMounter depuis le service console de l’ESX en utilisant Putty

# vcbMounter -h “fqdn de l’ESX” -u root -p “password du compte root” -a name: « Nom de la VM » –r /vmfs/volumes/ « Datastore »/ « Dossier de Déstination »

	3
	· depuis le proxy VCB

· Lancer une fenetre DOS depuis la machine où est installé VCB

· Aller dans le répertoire où est installé VCB
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	4
	vcbMounter.exe -h « nom du Virtual Center » -u administrateur -p vierge -a name:”Nom de la VM” -r c:\bck\ « Répertoire de déstination » -t fullvm

	5
	Vérifier que votre VM a bien été sauvegardée


	
	Résultat
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	· Vous maitrisez la sauvegarde à chaud d’une VM


4.5. Architecture avancée

4.5.1. Gérer les pools de ressources

	
	Pré-requis
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	· Vous disposez d’un cluster

· Vous disposez d’un accès à Virtual Center

· Vous disposez de VMs installées dans les étapes précédentes 

	
	Objectif
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	L’objectif du TP est de créer des Ressources Pools (au niveau du cluster, ou niveau ESX) et de valider leur fonctionnement avec la notion de Share


	N° 
	Action
	Résultat

	1
	· Créer un Ressource Pool dans un  environnement Cluster (ou ESX hors cluster), selectionner le Cluster (ou l’ESX) et faire un click droit puis « New Ressource Pool… »
· Ou click sur l’icône dans la barre des tâches.
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	2
	· Configurer les propriétés du ressource pool
· Indiquer le Nom : Test and Dev

· Share CPU : Low

· Laissez les autres options par défaut

· Puis valider avec OK
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	· Créer et configurer un second Ressource Pool

· Indiquer le Nom : Production

· Share CPU : High

· Laissez les autres options par défaut

· Puis valider avec OK
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	· Déplacer la VM « TEST_1 » dans le Ressource Pool « Production » avec un glisser/deplacer

· Déplacer la VM « TEST_2 » dans le Ressource Pool « Test and Dev » avec un glisser/deplacer
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	5
	· Forcer les VM « TEST_1 et TEST_2 » a utilisé le même CPU 

Editer la configuration des VMs, faire click droit puis Edit Settings… 
Sélectionner l’onglet Ressources, puis Advanced CPU, et activer l’option Run on processor(s) et choisir le processor 2
Puis faire OK
Configurer les 2 VM avec les mêmes paramètres.
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	· Test de priorité d’accès en fonction des shares
· Utilisation du script cpubusy.vbs sur chaque des VMs

· Click droit sur le fichier cpubusy.vbs et Ouvrir avec l’invite de commande 

· Pour arrêter les scripts faire CTRL+C
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	7
	· Modifier le paramètre Share CPU du Ressource Pool « Production » avec une valeur custom = 500
· Puis exécuté le script cpubusy.vbs
	En modifiant le share avec une valeur inferieur à celle du « LOW » on privilégie le Ressource Pool « Test and Dev » prioritaire sur les accès CPU

	8
	· Supprimer les options d’affinity pour continuer les tests
	


	
	Résultat
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	· Vous maitrisez le paramétrage des pools de ressources


4.5.2. Identifier les consommations de ressources

	
	Pré-requis
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	· Vous disposez d’un cluster

· Vous disposez d’un accès à Virtual Center

· Vous disposez de VMs installées dans les étapes précédentes

	
	Objectif
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	L’objectif du TP est d’appréhender les différents indicateurs de suivi des consommations de ressource et de savoir les interpréter


	N° 
	Action
	Résultat

	1
	· Test de Charge HDD & Performance 

· Ajouter HDD à la VM
· Sélectionner la VM et éditer les settings.

· Créer un nouveau HDD de 2Go dans le même Datastore que la VM

· Valider par Finish et OK
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	2
	· Découvrir le nouveau HDD dans Windows et formaté le volume en NTFS
· Ouvrir le Gestionnaire de l’ordinateur

· Sélectionner le Gestionnaire de   périphérique et faire une détection de nouveau périphérique 

· Sélectionner le gestionnaire de disque, initialiser le Disque 1 faire click droit puis Initialiser le disque 

· Formater ce volume en NTFS
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	3
	· Utiliser le moniteur de performance depuis le Virtual Center, pour visualiser les performances HDD
· Selectionner la VM depuis le Virtual Center et click sur l’onglet Performance puis sur l’icône [image: image163.jpg]



· Puis cliquer sur Change Chart Options… et choisir Disk puis Real Time et choisir le compteur « Disk Read Rate, Disk Write Rate, et Disk Usage (Average/Rate) »
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	4
	· Test de charge HDD avec l’utilitaire IOMETER 
· Exécuter IOMETER.exe et accepter la licence
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	5
	· Sélectionner le volume que vous venez d’ajouter en cliquant sur l’onglet « Dsiks Targets » et choisir le volume E:\

· Puis aller sur l’onglet « Access spécification », puis dans la colonne Global Access Specification éditer les paramètres de « Default » pour configurer le test

· Modifier les valeurs de « Default » pour que « Transfer Request Size » soit à 2Mb et « Percent Read/Write Distribution » soit de 67% Read et 33% Write
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	6
	· Exécuter le Test en cliquant sur le Drapeau Vert [image: image170.jpg]


 et enregistre le fichier results.csv
· Pour visualiser le test allé sur l’onglet « Result Display » et régler la fréquence de rafraichissement à 10s
· Pour visualiser les performances HDD, utiliser le moniteur Virtual Center 
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	· Effectuer le même test en parallèle sur une autre VM en y ajoutant un HDD et en exécuter IOMETER
· Arrêter les IOMETER une fois les tests de performance terminée
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	· Test Charge CPU & Performance
· Utiliser le Moniteur de Performance du Virtual Center en sélectionnant la VM puis l’onglet Performance, cliqué sur l’icône [image: image174.jpg]



· Sélectionner « CPU/Real-Time » et dans description selectionné uniquement « 0 » et comme compteur « CPU Used et CPU Ready »
· Faire un moniteur de performance pour les 2 VM 
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	· Noter la valeur CPU Ready de chaque des VM
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	10
	· Utilisation du script cpubusy.vbs sur chaque des VMs

· Click droit sur le fichier cpubusy.vbs et Ouvrir avec l’invite de commande 


	Résultat du Script : 

I did three million sine 2 seconds !
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Consulter le Moniteur de Performance de chaque VM
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	11
	· Modifier les ressources shares CPU et affinity CPU de chaque VM afin que la VM 1 utilise 1000 shares CPU et la VM 2 utilise 8000 share CPU et qu’elle utilise le même CPU
· Editer les paramètres de la VM et puis sélectionné ressource  
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	· Noter la valeur CPU Ready de chaque des VM
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CPU Ready VM1 = ________

CPU Ready VM2 = ________

	
	· Arretez les scripts cpubusy.vbs avec CTRL+C


	


	
	Résultat
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	· Vous maitrisez le suivi des ressources


4.5.3. Récapitulatif des modes commande

	
	Pré-requis
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	· Vous disposez d’un accès au service console d’un ESX

	
	Objectif
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	L’objectif du TP est récapituler et enrichir l’ensemble des modes commande disponible depuis le Service Console d’un ESX


	N° 
	Action
	Résultat

	1
	· Connectez-vous en SSH sur un serveur ESX avec putty
· Tapez esx puis 2 fois la touche tabulation pour afficher l’intégralité des commandes ESX en cli
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	· Tapez ensuite vm puis 2 fois Tabulation pour afficher les commandes commençant par VM
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	· Lancez maintenant la commande vm-support afin de générer les fichiers de diagnostique d’un ESX.

· Vérifier la création du fichier de diagnostique qui est au format tgz

· Lancer la commande esxtop pour voir les processus qui tournent

Lancer la commande vmware-cmd –l afin de lister les VM gèrées par cet ESX


	
	Résultat
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	· Vous maitrisez le mode commande des ESX


4.6. Monitoring du Datacenter

4.6.1. Créer une alarme

	
	Pré-requis
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	· Vous disposez d’un accès à Virtual Center

	
	Objectif
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	L’objectif du TP est configurer une alarme dans Virtual Center


	N° 
	Action
	Résultat

	1
	· Connectez-vous au Virtual Center et positionnez vous sur Host and Cluster

· Allez dans l’onglet Alarm et cliquez sur Definition
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	2
	· Faites un clic droit puis New Alarm…

· Sélectionner Monitor a virtual machine, donner un nom à votre alarme, cocher la case Enable this Alarm
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	3
	· allez dans l’onglet Triggers
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	4
	· Cliquez sur Add pour rajouter un trigger et sélectionnez Virtual Machine State

· Dans les conditions sélectionner None pour Warning et Powered Off pour Alert et valider
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	5
	· Constater que les VM éteintes passent en alarme
	


	
	Résultat
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	· Vous maitrisez la configuration des alarmes dans Virtual Center


4.6.2. Exporter les données de consommation de ressource

	
	Pré-requis
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	· Vous disposez d’un accès à Virtual Center

	
	Objectif
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	L’objectif du TP est d’identifier les données de suivi de consommation de ressources pertinentes pour leur extraction dans fichier excel


	N° 
	Action
	Résultat

	1
	· Connectez vous au virtual center et placer vous sur une de vos VM

· Allez sur l’onglet Performance
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	· Cliquez sur Change Chart Option pour modifier les données du graph
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	· Sélectionner par exemple l’utilisation de la mémoire sur 1 jour
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	· Validez et cliquez sur l’icône de la disquette pour l’exporter

· Choisissez le format Excel
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	· Regardez ensuite le contenu du fichier
	


	
	Résultat
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	· Vous maitrisez l’exploitation des données de suivi de consommation de ressource et leur export
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