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[bookmark: _Toc341373966]Objectif du document
Ce document a pour but de fournir la méthodologie à appliquer pour effectuer la migration des services d’Agarik V2/v3 vers Agarik V4. Il va d’abord passer en revues les contraintes techniques puis les solutions qui seront mises en œuvres pour s’en affranchir.


[bookmark: _Toc341373967]Présentation
La plateforme Agarik V4 est la plateforme qui va héberger toute la partie SI/Intranet/Extranet/Supervision. Le document AgarikV4-Spécifications fournit l’intégralité des informations à connaitre sur cette plateforme. La présentation va donc consister à présenter rapidement Agarik v2/v3.

	Agarik V2 est la première grosse plateforme SI. Elle a été montée en utilisant la méthode de prédilection de l’époque à savoir le diskless. Tout les serveurs sont donc physiques mais sans disques. Un NetApp héberge l’intégralité des fichiers (systèmes, application, données). A l’origine, Agarik V2 était composé du double d’équipement. Avec l’arrivée d’Agarik V3, la moitié hébergée sur Saint Ouen a été remplacée. De plus, les nouvelles fonctionnalités qui ont put être ajouté après l’arrivée d’Agarik V3 n’ont été ajouté que sur cette dernière plateforme. Agarik V2 et Agarik V3 ne sont donc pas redondant entre eux.
La V3 a donc remplacé la moitié de la V2. A nouveau, la méthode utilisée était celle de prédilection à l’époque : La virtualisation sous  Xen. La plupart des équipements a donc été virtualisé mis a part le prober pour lesquels la virtualisation entraine une trop forte augmentation de la latence.
Au niveau réseau, celui-ci est partagé entre Agarik V2 et Agarik V3. Les services en relation avec l’extérieur (entrant et sortant) n’utilisent que deux subnets privé et un subnet public uniquement. Les services load balancable sont load balancé, les autres ne sont disponibles que sur un seul serveur. En cas de défaillance de celui-ci, le service n’est donc plus disponible jusqu'à réparation de l’équipement en question.


[bookmark: _Toc341373968]Contraintes
La Migration de la plateforme va entrainer de nombreuses contraintes dont voici les quatre principales :
· La plateforme est composée d’une multitude de service à migrer. A la fois séparé (sur des équipements différents), mais liés entre eux (via des flux interne)
· La plateforme fournissant la supervision et le SI, une coupure de service minimal voir nulle est nécessaire
· La plateforme ayant des accès avec l’extérieur, de nombreux flux sont donc spécifiquement autorisé et il n’est pas envisageable de modifier l’intégralité des filtres pour autoriser de nouveaux flux sur de nouvelles Ips.
· La plateforme contient des données visibles par les clients (statistiques star par exemple) et utilisé pour la facturation ou la supervision. La migration doit donc permettre de garder l’intégralité de l’historique.
A cela, d’autres éléments devront être vérifiés lors des migrations du fait d’un passage d’OS ancien (32bits) a des OS récents (64bits) avec souvent des modifications sur les versions d’applications.

[bookmark: _Toc341373969]Solutions
Maintenant que les contraintes principales ont été passées en revues, il est maintenant possible de proposer des solutions. Cependant, certaines solutions vont être spécifiques à des services précis. Nous allons commencer par gérer la contrainte la plus ‘simple’, le réseau.

Gestion des flux, migration réseau
Chaque service v2/v3 va être accédé soit via une IP publique nattées sur le firewall de tête de réseau, soit via une IP privé load-balancée, soit l’IP privé de l’équipement. A l’inverse, chaque requête vers l’extérieur se fera uniquement avec l’IP privé de l’équipement ou avec l’IP de NAT de la plateforme. L’arrivée d’une nouvelle plateforme avec son propre plan d’adressage est donc fortement problématique puisqu’il ne sera pas possible de remplacer les ips sauf à passer en revues toute les configurations de supervision (Operia), applicative (htaccess par exemple) et réseaux (acl/filtres) pour refaire les autorisations. D’autant plus qu’il faudrait d’abord ajouter les nouveaux flux, puis une fois migré, supprimer les anciens, et ce sur un nombre très importants d’équipements. De plus, en partant sur cette solution, cela implique de modifier l’intégralité des flux en même temps. Vu la quantité de service, il est impossible d’assurer que tout fonctionnera du premier coup, que cela soit le système, les applications, les flux réseaux, ou l’accès aux données. De fait, des migrations partielles doivent être réalisées. Cela amène donc naturellement à une solution simple a savoir, l’activation des nouveaux serveurs sur l’ancien réseau.

Dans la mesure où un nouveau serveur va remplacer totalement le service rendu par un ancien serveur, il est possible de remplacer au niveau IP de service chaque équipement. L’IP ‘front’ du serveur étant la seule utilisée, il suffit que le nouvel équipement récupère cette IP (et la route qui va avec) pour que le service soit rendu ou fourni par celui-ci. Cela permet ainsi de tester l’intégralité du service hors réseau sur les nouveaux équipements. 
Pour simplifier la mise en œuvre de la migration qui suivra, tous les nouveaux serveurs devront utiliser les services DNS au lieu des ips pour accéder aux services qui leur est nécessaire pour fonctionner. Dans un premier temps, les serveurs DNS fourniront donc des Ips sur le réseau V3, et ce pour tout les serveurs et services. Il faut donc que lors de l’arrivée d’un nouveau serveur sur V4, l’entrée IP correspondante V3 soit créée.
En plus de migrer la partie applicatif, il sera possible de déplacer les flux internes des serveurs migrés sur la nouvelle architecture. En effet, à l’intérieur même de la plateforme, les flux pourront être modifiés sans trop d’impact (quelques configurations). La méthode utilisée sera simplifié du fait que les services seront accédés par DNS. Il sera donc facilement possible de basculer un service sans toucher a la configuration du service, juste en modifiant le DNS correspondant. Ce point validera le bon fonctionnement du réseau interne et autorisera donc le passage à la phase 3.
Une fois l’intégralité des services et des flux internes passés sur la nouvelle plateforme, une migration uniquement réseau pourra donc être réalisées. Il s’agit du point le plus critique car il ne pourra être effectué sans coupure. En effet, de nombreuses actions seront nécessaires :
· Arrêt de la tête de réseau de l’ancienne plateforme
· Activation des interfaces publiques sur la nouvelle plateforme
· Activation de règles de NAT en provenance et a destination du privé
· Remplacement des GW par default de tous les équipements afin de passer par les FW de la nouvelle plateforme.
Si l’on peut scripter le dernier point (via un script et des connexions ssh par clef), les 3 premiers ne pourront être traité que dans l’ordre et manuellement. Une coupure de service est donc inévitable.
Une fois terminé, nous auront donc deux subnets réseaux historiques qui seront nattés sur les nouveaux équipements, en entrée et en sortie. La modification des flux pourra par la suite être réalisée en deux étapes. En premier lieu, le changement des flux entrants, ceci peut être réalisé équipement par équipement. Pour terminer, les flux sortants ne seront plus nattés. Cependant, cela implique une modification globale. Ces deux derniers points seront donc à faire, mais sans forcement de limite de temps.

Migrations des données, maintient de l’historique
Pour la plupart des services, la mis a jour des données des équipements hébergés est totalement géré par nous. Nous pouvons donc migrer le service à notre convenance en ayant effectué au préalable une synchronisation et en bloquant les mises a jours le temps de la migration. Cependant, nous avons plusieurs services dont les mises à jours sont générés par la supervision, les équipements ou tout simplement, l’utilisation de ssh et ne peuvent donc être mis en pause sans pertes de données. Il s’agit des données RRDs (Star/MRTG/cflow), de la base MySQL de l’Agaoffice, et des sessions agaputty. Des actions spécifiques devront donc être entreprises pour diminuer au maximum les pertes de données. Le chapitre suivant va détailler chaque migration de service/serveur.



[bookmark: _Toc341373970]Migration des serveurs
La migration de chaque serveur va faire l’objet de manipulations diverses afin de pouvoir limiter l’impact et/ou garder l’historique.

Probers
A l’origine, il était prevu un passage en 64bits. Cependant, la plupart des sentinelles n’existant pas forcement en 64bits, le maintient en 32bits a été decide. Cela simplifie grandement la migration puisqu’il n’y a plus besoin de faire des modifications de groupe de sondes.
La migration se fera donc exactement comme les seeks a savoir :
Arret de prober1.v3
Mise en place de l’ip de prober1.v3 sur prober1.so
Ajout de prober1.so dans le groupe de sonde 
Relance de l’agent vision pour prise en compte
Verification dans les logs qu’il n’y a aucune erreur
Verification dans l’interface de l’agent qu’il n’y a pas trop d’alertes (rouge/noir)
Modification de la supervision de prober1.so pour prendre la nouvelle ip
Arret de prober2
Mise en place de l’ip de prober2 sur prober1.lc
Ajout de prober1.lc dans le groupe de sonde
Relance de l’agent vision pour prise en compte
Verification dans les logs qu’il n’y a aucune erreur
Verification dans l’interface de l’agent qu’il n’y a pas trop d’alertes (rouge/noir)
Modification de la supervision de prober1.lc pour prendre la nouvelle ip

Procedure en cas de passage en 64bits.
Les probers sont à la fois simples à migrer dans le sens où il n’y a aucune donnée mais aussi complexe puisque l’on passe d’une architecture 32 à 64bits.
Les probers sont utilisés pour la supervision. Ils récupèrent leur configuration en fonction d’un groupe de sonde qui contient les deux probers. Ce groupe de sonde est défini comme étant un groupe 32 bits. Il n’est donc pas possible de retirer un ancien serveur pour ajouter un nouveau. Il faut remplacer le groupe de sonde dans son entier.
La solution trouvée est la suivante :
· Création d’un groupe de sonde 64 bits contenant les 2 nouveaux serveurs
· Arrêt de prober1.v3
· Mise en place sur prober1.so de l’IP de l’ancien serveur (pour récupérer toute les ouvertures de flux)
· Passage en mode autonome de prober2  (pas de récupération de la configuration via le réseau)
· Passage en mode autonome de prober1.lc (pour éviter des tests avec la mauvaise IP)
· Lancement du script de bascule des serveurs du groupe 32 bits (Agarik Public) vers le groupe 64 bits 
· Lancement du script  de bascule des serveurs du groupe ESX (prober-temp-esx) vers le groupe 64 bits
A l’issue de ces actions, nous devrions avoir un serveur prober 32 bits (prober2) et un serveur prober 64 bits (prober1.so) effectuant les mêmes actions. Si cela n’est pas le cas (problème sur une sentinelle ou autre), un roll back peut être réalisé :
· Arrêt de l’agent sur prober1.so 
· Lancement du script de bascule pour repasser vers le groupe 32 bits
· Suppression de l’IP sur prober1.so
· Relance de prober1.v3
· Passage en mode configuration réseau de prober2
Si la bascule s’est bien déroulée, la suite des actions est nettement plus simple
· Arrêt de prober2
· Mise en place sur prober1.lc de l’IP de l’ancien serveur
· Passage en mode configuration réseau de prober1.lc



Seeks
La migration des seeks sera nettement plus simple que la migration des probers en raison d’un problème de compatibilité. En effet, la sentinelle 64 bits n’étant pas encore disponible, l’installation restera en 32bits (pour l’application, l’os étant 64bits). La migration se fera donc en remplaçant simplement l’un après l’autre les anciennes sondes par les nouvelles après avoir remplacé les ips. Pour rollbacker, il suffira de remettre les ips sur les anciennes sondes puis de les replacer dans le groupe de sonde.

MRTG
La migration des serveurs MRTG ajoute la complexité des probers à la nécessité de garder un historique conséquent (environ 1.5Go de données vivantes).
La migration sera donc équivalente à celle des seeks avec en plus une synchronisation des fichiers. 
La solution trouvée est la suivante :
· Synchronisation a chaud de mrtg3.v3 vers mrtg1.so
· Arrêt de l’agent vision sur mrtg1.so
· Arrêt de l’agent vision et de « async_mrtg » sur mrtg3.v3
· Synchronisation a froid de mrtg1.v3 vers mrtg1.so
· Ajout de mrtg1.so dans le groupe de sonde MRTG
· Arrêt de mrtg3.v3
· Mise en place sur mrtg1.so de l’IP de l’ancien serveur (pour récupérer toute les ouvertures de flux)
· Lancement de « async_mrtg »
· Relance de vision mrtg1.so

A l’issue de ces actions, nous devrions avoir mrtg1.so et mrtg2 actif. Si cela n’est pas le cas (problème sur une sentinelle ou autre), un roll back peut être réalisé :
· Arrêt de l’agent vision et de « async_mrtg » sur mrtg1.so 
· Suppression de l’IP sur mrtg1.so
· Relance de mrtg3.v3
Si la coupure a été longue, il sera nécessaire de faire une synchronisation depuis mrtg2

Si la bascule s’est bien déroulée, la suite des actions peut être réalisée
· Synchronisation à chaud de mrtg2 vers mrtg1.lc
· Arrêt de l’agent vision et de « async_mrtg » sur mrtg2
· Synchronisation a froid de mrtg2 vers mrtg1.lc
· Arrêt de mrtg2
· Mise en place sur mrtg1.lc de l’IP de l’ancien serveur
· Lancement de « async_mrtg »

· Relance de vision sur mrtg1.lc

Mise a jour : Du fait de la lenteur de mrtg3 à faire sa copie, il a été décidé de synchroniser les deux nouveaux serveurs à partir de la même source à savoir mrtg2.
Prober-snmp
Il n’y a plus de serveurs prober-snmp sur la nouvelle plateforme. A l’origine, le groupe prober-snmp avait été créé car il n’était pas possible pour un serveur d’être dans deux groupes différents. Il nous a fallu mettre en place un serveur dédié à faire le test SNMP des VMs (qui ne doit être fait que par un seul serveur à la fois). Il est à présent possible d’avoir un serveur dans plusieurs groupes. Un des probers simple sera donc configuré comme étant le serveur du groupe prober-snmp. La migration va donc juste consister à créer le nouveau groupe et de déplacer via script les serveurs d’un groupe à l’autre.
RRDs
Les serveurs RRDs ne sont pas appelés directement par les serveurs. Ils reçoivent les informations directement par le collecteur via un canal unique. Les serveurs sont par la suite interrogé via https. Il est aussi nécessaire de garder l’historique des équipements. La migration pose un léger problème du fait de la mise à jour ininterrompu et de la présence d’un index. Une méthode spécifique doit être appliquée pour ces serveurs.
La migration se déroulera donc ainsi :
· Synchroniser a chaud rrd1.v3 vers rrd1.so
· Arrêter star sur rrd1.so
· Arrêter star sur rrd1.v3
· Copier la base de star de rrd1.v3 vers rrd1.so
· Lancer star et le passer en backup sur rrd1.so
· Changer l’IP de rrd1.so (il va se mettre à recevoir des infos mais ne vas pas mettre à jour les RRDs, uniquement la base d’index)
· Copier les RRDs de rrd1.v3 vers rrd1.so
· Passer rrd1.so en backup off (il va alors écrire l’historique et reprendre son cours normal, la coupure effective ne dure que le temps entre l’étape 3 et l’étape 6)

Apres validation, le second serveur peut être migré exactement de la même façon.

Qualys
Les serveurs Qualys sont utilises pour contacter Qualys afin de lancer les audits et récupérer les données. La partie applicative ne change pas, seule la partie donnée change et celle-ci est mise à jour quotidiennement. Une synchronisation est donc à réaliser avant bascule uniquement pour prévenir une erreur dans l’interface client le temps que les nouveaux scans soient lancés. Le système de synchronisation entre les deux serveurs permet d’éviter d’avoir à mettre à jour les deux serveurs. La bascule se fera par changement d’IP du domaine qualys.agarik.com et en commentant/décommentant les taches planifiées.

Bouncer
Les serveurs bouncers n’ayant qu’un usage limité, il suffira d’avoir valider les accès aux serveurs l’utilisant avant de mettre à jour l’Agaoffice.
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