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[bookmark: _Toc349314286]Objectif du document
Ce document a pour but de présenter la nouvelle plateforme Agarik V4 et les différents serveurs/services qui la composent.

Ce document a aussi pour but de rassembler toute les informations qui ont été récupérées lors des différentes phases et ainsi d’expliquer certains choix technique. Cela va par la même permettre de valider ces choix par une nouvelle analyse des explications.

A partir de ce document, les documents pour réinstaller les serveurs peuvent être réalisés. De nombreuses modifications seront nécessaire pour adapter la première version à celle de ce document. 

Attention cependant, le document va définir des grandes lignes, jusqu'à aller parfois dans certains détails mais ne servira pas de Build Book pour la plateforme, l’adressage IP par serveur ou le choix du matériel n’étant pas dans le scope de ce document.

[bookmark: _Toc349314287]Présentation
La plateforme Agarik V4 est la plateforme qui va héberger toute la partie SI/Intranet/Extranet/Supervision. C’est donc une plateforme complète et complexe. Du fait de la présence de nombreux éléments, des réseaux IP séparés sont nécessaires tout comme des zones physiques compartimentées. Certains services sont de plus load-balancés. L’intégralité de la plateforme sera aussi protégée par un firewall en HA.
Il est prévu qu’une fois en production, la plateforme soit hébergée sur deux sites différents, à savoir Saint Ouen et Les Clayes sous Bois.
Chaque service devra être redondé suivant une méthode qui dépendra du service en question. A cela, une redondance matérielle classique devra être mise en place (double alimentation, raid etc.)


[bookmark: _Toc349314288]Schéma
Voici le schéma initial de la plateforme. Il sera refait avec la réinstallation des serveurs mais aussi avec les modifications réseaux à prévoir sur la partie admin. Il est cependant globalement correct.
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Le nommage des équipements a été choisi pour respecter une norme simple qui permet de déterminer le site d’hébergement, la zone, et un hostname qui va fournir une idée du service rendu. Le tout situé sous le domaine agarik.eu qui ne devra être utilisé que pour les équipements ou services rendu par la plateforme.

La base de nommage correspond donc a ceci :
<service><id>.<site>.<zone>.agarik.eu

Ou service correspond au type de service rendu (qualys, collecteur…), id au nombre de serveur fournissant ce service dans la zone. Le site est soit SO pour un équipement qui sera sur Saint Ouen, soit LC pour un équipement qui ira aux Clayes sous bois. Enfin, la zone correspond à l’une des 4 zones défini auparavant à savoir, dmz, middle, zs ou all.

A noter que toutes les requêtes internes à la plateforme devront être réalisées en utilisant un hostname en agarik.eu. Cela va permettre de sortir de la zone agarik.com toute les entrées internes mais aussi de pouvoir avoir un contrôle sur les flux directement à partir du DNS (modulo redémarrage de service)

L’accès a partir de la bureautique pourra se faire soit en utilisant le domaine agarik.com (pour commencer et être compatible avec l’ancien fonctionnement), soit en utilisant le domaine agarik.eu qui sera géré localement par le plateforme et dont les requêtes seront retransmises directement de la bureautique. Cela oblige à une double gestion de certificat SSL, mais permet une transition simple.


[bookmark: _Toc349314290]Système d’exploitation
Le système d’exploitation choisi pour les serveurs est la CentOS. La quasi totalité des serveurs sera installe en 64bits. Cependant, certaines contraintes vont nous obliger a rester en 32bits pour certains serveurs pour les raisons ci-dessous :

· MRTG : Les serveurs MRTGs stockent leurs données sous forme de RRD. Les RRDs sont dépendant de l’architecture. Il est relativement simple de convertir les données, cependant cela complexifie la migration et surtout la rallonge. De même, cela va augmenter les délais de rollback si nécessaire. 
· RRD : Tout comme les serveurs MRTGs, les RRDs stockent leur données sous un format dépendant de l’architecture. Pour simplifier migration et procédure de rollback. Ils seront en 32bits



[bookmark: _Toc349314291]Fonctions et services
La définition de chaque fonction va permettre d’avoir une vision d’ensemble et de pouvoir repartir les services par serveurs/zones. De plus, nous allons pouvoir ici décrire rapidement comment sera effectuée la redondance. Soit via un doublement du service (ex. les probers), soit via une répartition (ie les web), via une redondance applicative (ex. réplication sql), ou enfin via une méthode de « actif/passif » (ie bouncer)

· Bases de données Operia : La base de données utilise Oracle. S’agissant du cœur de la supervision et du fait du besoin de puissance, le système ne fera tourner que cette base. Le système de redondance est basé sur une réplication par archive logs. 
· Base de données Agaoffice : La base de données utilise MySQL. A nouveau, s’agissant du cœur du SI, le système ne fera tourner que la base. Le système de redondance en place est basée sur de la réplication MySQL simple (master/slave)
· Base de données Star : La base de données star est stocké en fichier rrd. Le besoin en I/O entraine que le service sera isole sur un équipement. Le stockage des données se fera par l’envoi d’un flux séparé à destinations des deux serveurs. Les données sont accédées via une application web qui doit avoir un accès direct aux données (qui doivent donc être stockée localement au service web)
· Base de données Cflow : La base de données est stockée en fichier brut (un toute les 5 minutes), puis en fichier rrd (pour les données analysées). Mais il existe aussi un fichier html crée toute les 5 minutes avec le top 30 (paquets in/out et octets in/out). Un service web permet de lire le contenu de la base. Les données n’etant envoyé qu’a un seul cflow, les données seront retransmises par un duplicateur de flux.
· Sondes Simples : Les probers sont des équipements très sollicites. Ils récupèrent leur configuration de l’Agaoffice et sont totalement indépendant entre eux. Ils effectuent la supervision des équipements distants et doivent donc avoir un accès complet à tous les réseaux.
· Sondes Seek : Les serveurs seeks ont quasiment les mêmes besoins sur les probers, seuls les flux TCP sont cependant nécessaires. Une réplication des scenarii doit être mise en place. Mis a part cela, il n’y a aucune autre contrainte et le service sera garanti par la présence des deux sondes et de leur fonctionnement indépendant.
· Sondes SNMP : Ces serveurs sont assez particuliers. Ils ne peuvent être utilisés qu’unitairement, les données récupérées sont alors renvoyées aux collecteurs. La reprise sur incident nécessite donc une intervention manuelle. 
· Service de rebonds : A nouveau, ce service est assez particulier dans le sens ou il ne fait rien habituellement. Le serveur qui l’héberge est cependant utilise pour stocker des clefs SSH afin de pouvoir rebondir sur des équipements qui ne peuvent authentifier que par clef. Cela évite ainsi de stocker les clefs dans les profils de chaque utilisateur. La reprise sur incident nécessite une intervention manuelle.
· Qualys : Ce serveur va contrôler les demandes de génération de scans. Il va donc récupérer une fois par jour sur l’Agaoffice la liste des serveurs à scanner, puis stocker temporairement dans la base de l’Agaoffice les scans en cours, puis va lancer la demande de scan sur le back office de qualys. Il pourrait être envisage de stocker les informations temporaires ailleurs sous réserve que les scans via le portail puissent toujours être réalisé. L’accès web aux données ne se fait pas sur le serveur mais via un service web.
· Les serveurs Operia : Le service Operia est composé de 3 services distincts hébergés actuellement sur un même équipement. Il s’agit du serveur de configuration qui doit être accède par tout les équipements dotes d’un agent Operia (ou le relais Operia si cela n’est pas possible). Le second service est le serveur de plugins, qui correspond au serveur qui va fournir les différents modules/sentinelles utilises par les agents. Enfin, il y a le collecteur en lui-même qui va récupérer les flux de supervisions envoyés par les agents, les sondes ou tout simplement des scripts de supervision. Le nom habituel pour ce service est le collecteur.
· Le service de configuration réseau : Les configurations réseaux sont stockées dans un CVS. Avant, il est nécessaire que celle-ci soit récupérée. Vu le nombre d’équipement de modèle différent, il existe donc plusieurs méthodes différentes de récupération de cette information. Soit l’équipement upload en TFTP automatiquement sa configuration, soit il l’upload a la demande, soit il l’upload en ftp Soit l’équipement va être accède (ssh/telnet) et une commande de dump de configuration sera lance dont la sortie sera redirige dans un fichier. Le service de configuration va donc accéder aux équipements mais aussi être accède en http pour voir le contenu de sa base CVS. Il devra aussi avoir accès à l’Agaoffice pour récupérer des informations de connexions aux équipements.
· Candy : Candy est en fait un ensemble d’élément séparé ayant chacun une fonction. Un des éléments est déployé directement sur le serveur IMAP contenant la boite du support. Il ne sera pas discuté ici. Un autre module va être lancé régulièrement afin de déplacer les mails d’un dossier à un autre et mettre à jour les statuts en fonction de l’emplacement des mails. Ce module est nommé prince. Un second module accède via le web va enregistrer les tickets dans la base et fournir un numéro de ticket. Il s’agit d’un web service SOAP. Enfin, un dernier module va lire en permanence le contenu d’un fichier généré par le service SOAP afin d’émettre un message IRC prévenant de l’arrivée d’un nouvel email.
· Qualys (web) : Le service web Qualys va mettre à disposition les fichiers générés par l’application Qualys afin de pouvoir être vu par le support ou par les clients. Il n’y a que de la lecture de fichiers qui ont été généré par ailleurs. Le service web est load balancé.
· CVSWeb : Le service CVSWeb est en fait la partie web du serveur de configuration.  Il va rendre facile d’accès les configurations sauvegardées. Il ne doit être accédé que par la bureautique. S’agissant d’un accès web, le service est load balancable dans la limite de fonctionnement de la réplication du service de configuration réseau.
· Agaoffice : L’Agaoffice est un site web load balancable qui possède cependant des parties qui ne peuvent pas l’être (dépôts de fichiers via le web) et qui ont donc été séparé afin de pouvoir être traité séparément au niveau de la répartition. Le site fait doit avoir un accès vers l’extérieur pour pouvoir effectuer les scans SNMP, whois etc.
· Agawiki : Le wiki est une application python qui stocke ses données dans la base de l’Agaoffice. L’application est accédée via une page web qui utilise le module SCGI. Il est accédé par la bureautique, mais aussi par les clients via un web service spécifique, ou par différents services (Agaoffice/Operia). Il n’y a donc pas de données locales à répliquer.
· Site Agarik : Le site Agarik est le site institutionnel qui ne possède aucune interaction avec le reste de la plateforme. Il s’agit donc d’un simple site web load balancable.
· Agaoffice (archivage) : Le SI possède un système de génération de PDF correspondant aux factures clients. Ce système générant donc des fichiers localement entraine qu’il ne peut être load-balancé de la même manière que le reste. Nous auront donc un fonctionnement master/backup
· Agaoffice (agaputty) : Le client agaputty envoi des données a un web service qui va se charger de les écrire dans un dossier localement. A nouveau, si le système peut se permettre d’être load-balancé pour l’accès aux archives, le stockage ne peut être que fait en actif/passif.
· Operia (GF3) : La console Operia est une webapps Java qui permet d’afficher la supervision pour le support. Operia supporte aussi différents WebServices utilisés par le PortailClient. Operia est normalement load-balancable mais il faut valider le bon fonctionnement. 
· Vision (web) et Vision WS (web) : Ancienne GUI de la supervision. L’interface est en read-only. Elle supporte aussi certains WebServices qui n’ont pas été migrés sur Operia. Il est donc nécessaire de garder cette interface sur AV4. Il s’agit d’une application load balancable. Vision WS semble ne plus être utilisé
· Report Server (GF2) : Le ReportServer permet de générer des rapports (en particulier pour la facturation). Il s’agit d’une application Java tournant sous Glassfish
· Portail Client (GF3) : Le Portail est une  application Java tournant sous Glassfish. Elle est load-balancable. Le Portail va requêter des WebServices sur Operia et sur l’Agaoffice. L’application est accédée depuis les reverse proxy de la DMZ
· Portail CloudMaker (GF3) : Le Portail CloudMaker fonctionne de la même manière que le portail client Agarik. Il s’agit de la même WebApps. L’accès se fait via les reverses proxy de la DMZ.
· Capucin (GF3) : Capucin est le gestionnaire de ticket de CloudMaker. Il s’agit d’une application Java non load-balancable. 
· CloudShop (GF3) : Il s’agit du portail d’achat de CloudMaker. C’est une application Java load-balancable. L’accès se fait via les reverses proxy de la DMZ. 
· JasperServer (GF2): Il s’agit d’une application Java qui va générer les RME chaque mois. Non load-balancable. La bascule nécessite donc une action manuelle mais le service n’étant accédés qu’une fois par mois, cela laisse le temps de vérifier son fonctionnement et/ou de réparer l’application « master ».



[bookmark: _Toc349314292]Les flux
La connaissance des flux va permettre de définir les différentes zones. Un diagramme (ancien) existe et regroupe tout les flux qui ont été référencé au début du projet. Le voici :
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La plateforme est globalement composée de 3 ensembles qui ont été nommés DMZ, Middle et ZS (pour Zone Sécurisée). Dans la théorie, la partie DMZ correspond aux équipements qui peuvent être accéder de l’extérieur de la plateforme. Les équipements situés en Middle ne sont pas accessibles de l’extérieur mais doivent pouvoir y accéder. Enfin, toujours dans la théorie, la Zone Sécurisée ne doit contenir que des équipements qui ne sont accédés ni accède a aucun service en dehors de la plateforme elle-même.

Dans les faits, il y a cependant quelques exceptions. La plateforme en elle-même n’est qu’une refonte de la plateforme précédente, la partie applicative ne changeant pas, certains flux vont donc persister même si cela va a l’encontre des zones qui ont été définies.

La DMZ va donc contenir les équipements suivants :
· Les collecteurs : Ils sont chargés de recevoir le flux des agents de supervisions et doivent donc être accessible d’internet et du privé
· Les serveurs TFTP : Ils sont chargés de récupérer les configurations des équipements réseaux. Certains équipements vont cependant pousser leur configuration tandis que pour la majorité, c’est le serveur qui ira chercher la configuration.
· Les serveurs Web : Ceux-ci vont héberger différents sites accessibles au publique (ie www.Agarik.com ou www.bullpi.com)
· Les cflow : Ces serveurs reçoivent des routeurs un extrait du flux afin d’être analyse et avoir une vision du trafic en temps réels. Un passage en middle pourrait être envisagé.
· Les reverses proxy : Ces serveurs vont permettre aux clients d’accéder à des ressources web fournis en interne et qui ne seront donc pas accessible directement du public.

La zone Middle contiendra les équipements suivants :
· Les probers (simple, seek) : Ces équipements vont devoir accéder a toute les plateformes supervises (en direct ou via rebond).
· Les serveurs qualys : Ces équipements se chargent de lancer les scans quotidiens et de stocker les rapports ainsi généré. Ils doivent avoir accès au back office Qualys.
· Les serveurs MRTGs : Les sondes MRTGs vont requêter en SNMP tout les équipements réseaux.
· Les bouncers : De bases, ces équipements ne font rien. Ils servent juste de rebond vers l’extérieur dans le cas ou des équipements clients nécessitent une clef ssh pour y accéder.
· Les webs : Comme pour la partie DMZ, ces serveurs vont servir des pages web, mais uniquement en local (ou pour la bureautique). Les applications devront par contre avoir accès à l’extérieur (ex l’Agaoffice)
· Les serveurs Glassfish contenant les sites ‘publics’ (portail)
	
La ZS contiendra les équipements suivants :
· Les serveurs RRDs : Ceux si sont alimentés par les collecteurs. Ils sont accédés par les clients via le portail ou par la bureautique en direct.
· Les serveurs oracle : Ils contiennent les bases de données de la supervision. Ils sont accédés par Operia et le serveur de rapports uniquement
· Les serveurs MySQL : Ils contiennent les bases de données du SI. La base est accédes par différents services interne à la plateforme (SI, Qualys,  etc)
· Les serveurs web : Ils hébergent tous les petits sous sites (phpmyadmin, wiki)
· Les serveurs applis (interne) : Ils hébergent les applications Glassfish. Et sont accède en direct par la bureautique ou par les serveurs d’applis middle.

A cela il faut ajouter une 4eme zone nommée All qui ne contient que les serveurs d’administration et les équipements réseaux (switch, firewall, load balanceur). A noter que les hyperviseurs sont indiqués comme étant dans la même zone que les serveurs qu’ils hébergent alors qu’ils sont administré via le réseau all, et qu’il existe donc une paire d’hyperviseur par zone (un par site).


[bookmark: _Toc349314294]Les types d’équipements
Ce chapitre va détailler les serveurs et la raison de la nécessité d’être en physique. Le choix du matériel n’est pas défini ici. De base, la virtualisation est à envisager pour tous les serveurs. Il n’y a donc pas de raison à être virtuel, c’est juste qu’il n’y a pas de raison a ce qu’ils soient physique. On peut aussi voir le fait qu’un serveur est virtualisable si on peut, sans gros impacts, perdre l’hyperviseur qui l’héberge.
Pour chaque serveur, le choix de prendre un serveur physique ou virtuel a été fait. Voici résumé ci-dessous le type d’équipement choisi et la raison.
Pour simplification, le site ne sera pas indiqué. Si un serveur d’un site est virtuel, celui de l’autre site l’est aussi.

Serveurs Physiques
· oracle1.zs : Le système doit être le plus résistant possible. Il est aussi relativement gourmand en I/O et doit donc être isolé sur un serveur physique autonome.
· mysql1.zs : Le système doit être résistant mais ne nécessité pas forcement de beaucoup d’I/O. Du fait qu’il s’agit d’un élément central et pour éviter de multiplier les risques, le choix du serveur physique c’est imposé
· seek1.middle : Sur l’ancienne plateforme, les serveurs seeks étaient virtuels. Cependant le besoin de ressources est notable et la latence supplémentaire ajoutée par la virtualisation est trop notable pour les tests réalisés. Un serveur physique est donc nécessaire.
· prober1.middle : Pour la même raison que les seeks, un serveur physique est nécessaire pour ce type de serveur.
· admin1.all : S’agissant d’un serveur centralisant certains flux, il est préférable qu’il ne soit pas sensible à un éventuel problème d’hyperviseur
· mrtg1.middle : Sans avoir besoin d’énormément de ressource, la panne d’un serveur peut poser des problèmes (trou et donc re-replication). L’utilisation d’un serveur physique va donc limiter les défaillances mais surtout fournir les ressources I/O nécessaires pour accélérer au maximum les rétablissements de service.
· rrd1.zs : La même raison a été applique sur les RRDs que pour les MRTGs.

Serveurs virtuels
Si les serveurs ne sont pas dans les catégories ci-dessus, c’est qu’aucune raison de ne pas virtualiser n’a été trouvée. Cela concerne donc les serveurs ci-dessous :
· web1.dmz
· cvsnet1.dmz
· rp1.dmz
· web1.middle
· bouncer1.middle
· qualys1.middle
· appli1.middle
· web1.zs
· appli1.zs
· appli2.zs
· collecteur1.dmz : A noter que pour ce serveur, la question peut se poser puisqu’il existe une possibilité de stocker en local les données reçues en cas de non réponse du serveur oracle. Cependant, cette fonctionnalité ne semble pas être suffisamment efficace en cas de perte effective d’oracle pour qu’elle soit activée.
· cflow1.dmz
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L’organisation des données va permettre de définir quelles sont les données qui doivent être stockées et sur quel support, mais aussi comment se fait la réplication si elle nécessaire. La plateforme a en effet accès à un filer qui va pouvoir héberger une partie des données. Cependant, l’accès étant du NFS, cela peut poser problème pour certains types de données (lock, temps d’accès ou tout simplement garantie de fonctionnement de l’application). De plus, l’accès au filer ne règle pas la partie synchronisation qui n’est pas faite au niveau du netapp.
Chaque équipement va donc être listé afin de déterminer les données présentes, comment celles-ci seront stockées et comment se fera la synchronisation si elle est nécessaire. A noter que la synchronisation/réplication se fera serveur par serveur pour simplifier la gestion.

Oracle.ZS
Les serveurs oracles vont contenir plusieurs types de données. Il y a en premier lieu les bases elles-mêmes. Les bases devant être accessibles rapidement et avec le minimum de risque, elles seront stockées localement. 
Les archive logs seront par contre stockées sur le filer du fait de la volumétrie (> 200Go/semaines). Une rétention des archives logs d’une semaine sera mise en place. Cependant, pour éviter des pertes de services, oracle ne peut avoir de lien avec le filer. Les archives logs seront donc d’abord écrit en local avant d’être déplacées régulièrement sur le filer. La réplication oracle faisant, les bases ne sont pas partagée ni répliquée au niveau FS. Seules les archivelogs sont copiées d’un site à l’autre par un script de réplication. Afin d’avoir un backup, le slave aura en plus, une copie à froid qui sera donc envoyée sur le filer. Techniquement, la base sera donc présente à 3 endroits (en local sur les deux Oracle, et à distance sur le filer du slave).

Mysql.ZS
Les serveurs MySQL vont aussi contenir les mêmes types de données que les oracles. A ceci, il faudra aussi ajouter que les dumps sont présents sur les deux serveurs.
Les bases MySQL ont les mêmes contraintes que les bases oracles, elles devront donc être présente localement. Les binlogs par contre ne peuvent être déplacés sur le filer car le serveur MySQL en garde le suivi. Afin d’éviter une défaillance du serveur en cas de perte du Storage, les binlogs devront donc rester local. Les backups par contre pourront être placé directement sur le filer. Aucune réplication au niveau du système de fichier n’est nécessaire, MySQL se chargeant de la gérer au niveau applicatif.

rrd.ZS
Les serveurs RRDs ne vont contenir que les données star. La question sur l’emplacement des données (Filer ou local) peut être facilement résolue. La présence sur le filer n’a que pour but de fournir soit l’accès aux documents à partir de plusieurs emplacement, soit de fournir une sécurité des données en cas de défaillance du serveur physique. Les données RRDs n’ont pas besoin d’être accédée ailleurs. De plus, en cas de défaillance du serveur physique, les données ne seront plus à jour pendant toute la durée de la coupure. Soit on laisse le trou (qui ne serait donc pas plus petit avec du stockage filer), soit on réplique depuis le second site (et le stockage filer ne pourra que ralentir la copie du fait du NFS). Le stockage ne peut donc être que local. Chaque serveur générant lui-même ses données. Il n’y a pas de réplication nécessaire. Les backups pourront être placé sur filer.

prober.MIDDLE
Les probers n’ont pas de données autre que les quelques ko liés aux tests de supervision et qui sont régénérés à chaque test. Il n’y a donc pas de réplication nécessaire ni stockage distant.

seek.MIDDLE
Contrairement aux probers, les seeks possèdent des données. Il s’agit des scénarios applicatifs. Ces scénarios n’ont pas de nécessités à être sur le filer. Il faut cependant que les deux sites possèdent les mêmes données. Idéalement, il faudrait une solution de réplication temps réels. Cependant, pour une quantité aussi faible de fichiers et une taille aussi limité, cela oblige à avoir une solution lourde. Une synchronisation locale bidirectionnelle est donc suffisante. Cependant, pour avoir un backup, une synchronisation moins fréquente peut être réalisée sur le filer.

mrtg.MIDDLE
Tout comme les serveurs RRDs, les serveurs MRTG vont stocker des fichiers RRDs. La même situation se pose pour les serveurs MRTG par rapport aux serveurs RRDs. De fait, un stockage local est préconisé avec un backup quotidien sur filer. Chaque serveur remplissant lui-même ses données, il n’y a pas de réplication nécessaire entre les deux.

qualys.MIDDLE
Le service Qualys génère des données qui doivent être accédés à partir du service web. Un seul serveur est cependant actif à la fois. Le stockage des données doit donc se situer sur le filer afin de garantir l’accès distant. Une solution de réplication doit de plus être mise en œuvre pour garantir que l’autre site soit aussi à jour. Le fait que le nombre de fichier n’est pas fixe entraine qu’une synchronisation bidirectionnelle ne peut être mis en place (un fichier qui n’existe pas a soit été efface, soit été crée et il n’y a pas de moyen simple de le savoir). Une synchronisation simple doit donc être mise en œuvre.

bouncer.MIDDLE
Le seul élément spécifique au bouncer est sa clef SSH qui possède donc un emplacement fixe. Aucune autre donnée n’est nécessaire et le serveur n’a pas besoin de réplication.

web.MIDDLE
Le déploiement de code de l’agaoffice se fera de manière automatisé sur les 2 sites. Par contre, certaines fonctions de l’AO permettent la génération ou l’upload de fichier (facturation, trombinoscope, agaputty, news portailClient) . Il est donc nécessaire de faire une réplication sur certains répertoires pour que cela fonctionne. Le volume est faible et il n’est pas nécessaire de faire de la réplication sur l’ensemble de l’arborescence. Une etude est toujours en cours pour determiner la meilleure solution de stockage.
appli.middle
Le serveur d’application de la zone middle contiendra les applications glassfish accédés par les clients (via les rps). Il n’y a pas de données autre que l’application et les logs. Un stockage NFS n’apporte donc aucun avantage. L’application devra être déployé sur les 2 équipements et sera potentiellement non load balancable.

web.ZS
Le volume de donnée est faible. Sur les différentes applications qui sont sur ces machines (agawiki, visionws,  vision, qualys, cvsnet).  Une simple réplication rsync des fichiers  locaux seront a faire. Certaines données seront cependant accessible via le NFS (qualys)

appli1.ZS
Les serveurs applis sont des serveurs glassfish 3. L’intégralité des données correspond donc à l’application déployée. L’application glassfish n’est par contre pas load-balancable. Le stockage sur filer n’apporte aucun avantage (la quantité de données est faible, le plus gros étant pris par les logs). Un stockage local est donc préférable. L’application n’étant pas load-balancable, un mode actif/passif peut être mis en place. Cela permet de plus de valider le bon fonctionnement sur le passif avant de faire une mise à jour sur l’actif. Il n’y a donc pas de réplication des données, l’application devra être déployée sur les deux équipements. Il est prévu que la DI mette en place une gestion automatisé des déploiements afin de garantir le bon fonctionnement des 2 sites dans le temps. 

appli2.ZS
Les serveurs applis sont des serveurs glassfish 2. L’intégralité des données correspond donc à l’application déployée. L’application glassfish n’est par contre pas load-balancable. Le stockage sur filer n’apporte aucun avantage (la quantité de données est faible, le plus gros étant pris par les logs). Un stockage local est donc préférable. L’application n’étant pas load-balancable, un mode actif/passif peut être mis en place. Cela permet de plus de valider le bon fonctionnement sur le passif avant de faire une mise à jour sur l’actif. Il n’y a donc pas de réplication des données, l’application devra être déployée sur les deux équipements. Il est prévu que la DI mette en place une gestion automatisé des déploiements afin de garantir le bon fonctionnement des 2 sites dans le temps. 

cflow.DMZ
Seul un serveur reçoit le flux cflow. Le flux est retransmis sur l’autre site à partir d’un soft dédié. Il n’y a donc pas de réplication à mettre en place. Les données ne sont accédés que localement. Cependant, le serveur étant virtuel, l’espace disque est plus limité qu’un serveur physique. Du fait de la quantité de donnée, et malgré le fait qu’une resynchronisation est nécessaire en cas de défaillance du serveur, le stockage sera donc à placer sur le filer. A noter que la configuration du cflow devra par contre être synchronisée (synchronisation bidirectionnelle simple).

collecteur.DMZ
Le collecteur possède différents types de données. En premier lieu il possède toutes les configurations des agents Operia. Associé à ces configurations,  nous avons les plugins. Les configurations sont générées à partir de l’Agaoffice. Cependant, des informations sur les plugins déployés sur les serveurs sont présentes dans la même arborescence. 
Une solution de réplication des plugins est nécessaire puisque le dépôt se fait manuellement. De même, la configuration de l’update server et du collecteur sont à synchroniser (synchronisation bidirectionnelle). Concernant les configurations, c’est plus compliqué. Les deux serveurs étant actif, ils récupèrent tout les deux les configurations de supervision dans l’Agaoffice. Cependant, un seul est mis à jour au niveau des numéros de séries par les équipements quand ceux-ci font leur mise à jour/lancement. Une solution de synchronisation doit donc être trouvée.
web.DMZ
Les sites Web doivent être synchronisés à la main. Le volume n’est pas très important donc le stockage local est possible afin de s’affranchir des pertes d’accès au NFS. Lors des MAJ WordPress, elles devront être effectuées sur chacun des 2 sites par la DI. Il n’y a pas d’upload de fichiers dans le WordPress. Chaque serveur a une base de données MySQL. Une réplication est en place en master (so) / slave (lc). WordPress a été configuré pour fonctionner en lecture seul en cas de défaillance du master. 

cvsnet.DMZ
Le serveur cvsnet va stocker deux types de données. Les différentes configurations et données accessibles en TFTP (IOS par exemple). Et le CVS. Les données accessibles en TFTP sont mises à jours soit automatiquement par les équipements (avant d’être inséré dans le CVS), soit manuellement (Firmware par exemple). Un seul serveur va être actif sur la partie mise à jour automatique ce qui rend une synchronisation de l’intégralité des données nécessaire (le CVS ne pouvant pas être mis a jour de la même manière). Si l’on part sur un cvsweb hébergé sur un serveur web.xxx, alors la partie CVS devra être partagé et donc disponible sur le filer.

rp.DMZ
Il n’y a pas de donnée autre que la configuration du reverse proxy qui sera donc synchronisé en bidirectionnel.

kvm.DMZ/kvm.MIDDLE/kvm.ZS
Les serveurs KVMs (hyperviseurs) vont avoir comme données les images des VMs. Afin de ne pas associer les lenteurs du NFS a la virtualisation, les VMs seront stockées localement. Il n’y a évidemment pas de synchronisation entre les KVMs d’une même zone. Une solution de backup des VMs devra être mise en place pour copier régulièrement les images sur le filer.

admin.ALL
Les serveurs Admins vont stocker trois types de données. La configuration des serveurs de noms, les logs envoyés par les serveurs, et les statistiques qui vont être généré en fonction des logs reçus. Ce dernier point n’est cependant pas encore totalement certain. Les serveurs vont envoyer leurs logs aux deux serveurs Admins. Les données n’étant pas synchronisés en cas de défaillance, il est donc nécessaire de stocker les fichiers sur le filer. La configuration des serveurs de noms ne sera pas non plus synchronisée du fait du mode de fonctionnement de l’applicatif. La quantité de donnée sur la partie Bind étant faible, et donc non synchronisé, il est possible de la stocker localement avec une synchronisation quotidienne sur le filer pour avoir un backup.
La DI aura besoin de stocker quelques applications et leurs configurations afin de permettre le déploiement des applications de manière automatisé. Pour le moment, le choix n’est pas encore fixé. 
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La gestion des logs a été simplifiée par rapport à la précédente plateforme. Chaque serveur va stocker localement ses logs, mais avec une rétention courte (quelques jours). Ils vont de plus envoyer leurs logs aux deux serveurs Admins qui vont conserver les fichiers pendant un ou deux ans. Cela permet ainsi de simplifier grandement l’exploitation et la supervision (toutes les données sont sur chaque serveur), tout en permettant une rétention suffisamment importante.

Coté serveur Admins, le stockage des logs se fera de deux manières. Les logs systèmes seront stockés dans une arborescence spécifique se rapprochant de ce qui est utilisé sur nos serveurs syslogs  (/opt/data/local/syslog/<ip>/<yyyy>/<mm>/<dd>.log par ex). Ce fichier contiendra les logs systèmes et tout ce qui ne sera pas traité en dehors. Une seconde arborescence (/opt/data/local/syslog/httpd/>/<yyyy>/<mm>/<dd> par ex) log pourrait etre mise en place pour la partie http afin d’avoir un point central pour la génération de statistiques. Une troisième arborescence pourra aussi être ajoutée pour les statistiques mails si nécessaire. Enfin, si nécessaire, d’autres arborescences spécifiques à des applications pourront être créées. Il faudra cependant que l’arborescence principale ne contient pas ces informations pour éviter des doublons.

A noter, l’émission des logs se fera en TCP avec rsyslog.
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Mails

A nouveau, la gestion des mails a été simplifiée. Chaque serveur sera configuré pour utiliser les serveurs Admins comme smarthost. Aucun mail ne sera donc stocké localement et tous les mails qui seront à envoyer vers l’extérieur devront systématiquement passer par les relais interne. Un point non décidé correspond à la possibilité par les serveurs relais d’utiliser eux aussi les serveurs relais d’Agarik. L’hypothèse d’un envoi direct est tout à fait acceptable.
Les serveurs Admins géreront les zones agarik.eu et toute les sous zones correspondant a leur sites (admin1.lc gérera la zone @oracle1.zs.agarik.eu). Les mails seront donc tous centralisés sur les deux Admins.
L’utilisation des noms smtp1.agarik.eu et smtp2.agarik.eu sera la norme.

DNS

Les serveurs Admins vont être configurés pour être les serveurs DNS de la plateforme. Ils hébergeront donc une zone agarik.eu qui contiendra tout les équipements ainsi que les zones reverses nécessaire à la plateforme. La gestion des zones sera manuelle, mais une fois en place il ne devrait pas y avoir de modification. Pour simplifier la migration, une zone agarik.com pourrait être mise en place si cela s’avère être nécessaire anisi qu’une zone reverse v3. Tous les équipements de la plateforme seront donc configurés pour utiliser ces serveurs.
Les serveurs BIND sur les Admins seront configurés pour transférer leurs requêtes sur les NSC.

NTP

Les serveurs Admins vont être configurés pour être les serveurs NTP de la plateforme. Ils se synchroniseront sur les serveurs NTP d’infra. Tous les serveurs de la plateforme se synchroniseront donc sur les serveurs Admins.
L’utilisation des noms ntp1.agarik.eu et ntp2.agarik.eu sera la norme.

Syslog
Les serveurs Admins seront aussi des serveurs Syslog. Contrairement a Agarik V3, le but n’est pas de superviser les équipements via les serveurs Admins mais plutôt d’avoir un stockage sur un autre espace afin de garantir que les données ne sont pas perdue mais aussi pouvoir effectuer des statistiques si besoin.
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La supervision d’une plateforme de supervision n’est pas si triviale. La solution envisagée est simple. Les serveurs d’admin effectueront l’intégralité des tests de supervision de la plateforme de supervision. Les serveurs de supervision effectueront les tests des serveurs d’admin uniquement. Il faudra cependant ajouter des alertes utilisant un autre système pour tout ce qui va être central (Oracle par exemple) et qui de fait ne pourra être remonté dans la supervision (la supervision étant par la même complètement HS). Ce système n’existe pas encore et devra être monté en fonction des incidents possibles.

De plus, pour simplifier la gestion, l’utilisation du host supervision.agarik.eu devra être utilisée partout ou cela est nécessaire. Le host étant déclaré dans le DNS local, il sera ainsi possible de modifier globalement les configurations, juste en modifiant les DNSs
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Le réseau a été pensé pour être le plus simple possible. La principale astuce est la mise en place de multihoming.
A noter que l’architecture a été totalement pensé pour de l’ipv4 est n’est pas prévu pour fonctionner en IPV6, ne serait-ce que parce que les applicatifs ne sont compatible ipv6. L’architecture elle-même ne pose cependant aucun problème et pourrait supporter l’ajout d’ipv6 si besoin, juste en ajoutant les mêmes types de subnet en ipv6.

Voici donc un aperçu du réseau.
Schéma logique
Voici un schéma logique reprenant les différents réseaux interne à la plateforme. Pour plus de lisibilité chaque zone s’est vu affecté la même couleur, mais il s’agit bien de réseaux différents.


Grandes lignes
Dans les grandes lignes, nous allons avoir deux réseaux ‘front’ par zone, le premier sera utilisé pour la partie cliente des équipements (l’équipement qui va devoir accéder à des services). Ce réseau est nomme ‘NOLB’. Le second sera utilisé pour la partie serveur des équipements (ie le service web, le service collecteur…). Il est nommé ‘LB’ pour l’instant. Dans la pratique, le réseau LB aura comme passerelle les LBs, le réseau NOLB aura les firewalls en Gateway. Associé a cela, chaque zone aura aussi sont propre réseau de stockage.

Les services load balancés seront situés sur un réseau dédié. Le filtrage étant réalisé sur le firewall en amont, la sécurité est assurée.

Enfin, pour que le service puisse être fonctionnel, un système de multihoming a été mis en place. Ce système va permettre à un serveur d’être accédé sur son réseau serveur à partir de n’importe quelle IP, mais aussi de sortir via son réseau client vers n’importe quelle IP. Sa passerelle par défaut sera donc sur le réseau NOLB (puisque c’est lui qui accède, l’IP de base devra être celle du réseau client), mais le multihoming définira une passerelle par défaut supplémentaire sur les deux réseaux LB/NOLB pour s’assurer que le serveur réponde bien via la bonne interface. Un équipement peut donc accéder à sa ressource en mode load balancé.

Adressage
Nous avons 4 zones (dmz, middle, zs et all). Chaque zone va donc avoir deux subnets front (le subnet de service et le subnet client), et va avoir son propre subnet stockage.
Les subnets actuels ont été pris dans les réseaux 10.252.41.0/24, 10.252.42.0/24, 10.252.43.0/24 et 10.252.44.0/24. Ce choix initial n’est pas pertinent. Choisir 10.252.40.0/22 permettait d’avoir un subnet unique affecté à la plateforme. Ici cela oblige à avoir 4 /24 (ou 2 /24 et un /23 mais c’est moins lisible ainsi). Un ré-adressage va donc être réalisé. 
L’administration des équipements réseaux sera effectuée sur le subnet ALL (à prendre dans le subnet ‘client’ ou ‘serveur’ suivant l’équipement)

Voici le tableau correspondant aux nouvelles adresses :
	Zone
	VLAN
	Subnet
	Description

	DMZ
	401
	10.252.40.0/26
	Subnet Client

	DMZ
	401
	10.252.40.64/26
	Subnet Serveur

	DMZ
	25
	172.31.25.0/24
	Stockage

	MIDDLE
	402
	10.252.40.128/26
	Subnet Client

	MIDDLE
	402
	10.252.40.192/26
	Subnet Serveur

	MIDDLE
	26
	172.31.26.0/24
	Stockage

	ZS
	411
	10.252.41.0/26
	Subnet Client

	ZS
	411
	10.252.41.64/26
	Subnet Serveur

	ZS
	27
	172.31.27.0/24
	Stockage

	ALL
	412
	10.252.41.128/26
	Subnet Client

	ALL
	412
	10.252.41.192/26
	Subnet Serveur

	ALL
	28
	172.31.28.0/24
	Stockage

	LB
	
	10.252.42.0/24
	Subnets des VIPs

	
	
	10.252.43.0/24
	Reserve

	Privee
	
	10.252.253.248/29
	Interconnexion prive

	Public
	
	217.174.192.224/27
	Interconnexion public



On peut voir une certaine limite à l’adressage choisi. Les zones vont avoir un bloc de 64 ips dont 59 utilisables. Nous aurons donc au maximum 59 équipements dans une zone. Sur les zones serveur, cela peut même descendre si l’on utilise des Ips flottantes pour les services non load-balancés. Nous sommes actuellement suffisamment loin de ses chiffres (38 équipements au total et 7 équipements maximum dans une zone pour le moment) pour pouvoir conclure que cette limite ne sera jamais atteinte.
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Le Load balancing de la plateforme va permettre d’affecter une VIPs par service, cela permettra ainsi de déplacer une éventuelle application d’un serveur à un autre de manière transparente. La solution de load balancing open source Keepalived a été choisi pour sa simplicité de mise en œuvre.
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La plateforme a été pensée dans l’optique d’améliorer au mieux la sécurité par rapport à la plateforme précédente. Tout les flux inter zones passeront forcement par le firewall. Cependant, certaines contraintes (budgétaires), n’ont pas permis d’avoir l’état de l’art au niveau architecture, à savoir des équipements dédiés à chaque zone. 
La plupart des risques se reportent uniquement sur l’applicatif. Voici cependant les points notables hors applicatifs qui pourraient être exploités une fois un équipement compromis :
· Il n’y a qu’un seul cluster de firewall pour l’intégralité des zones. En cas de faille exploitable sur cet équipement, plus aucune zone n’est protégé.
· Les partages NFS sont tous annoncés et ce peut importe les autorisations, cela permet de détecter des partages qui ne sont pas accessibles.
· Les partages NFS sont tous sur le même équipement. Si l’équipement est sensible à une faille, les données de toutes les zones pourraient donc être accédées par un équipement situé dans n’importe quelle zone
· Le routage sur la partie LB force le passage par le firewall. Cependant en cas de compromission d’un serveur, il serait alors possible de faire un DOS de type SYN FLOOD par exemple sans passer par le firewall uniquement en ajoutant une route vers les VIPs ou vers les autres subnets LB via le réseau LB.
· Le serveur d’admin récupère des flux entrants en provenance des équipements de la plateforme. En cas de faille sur les services, il serait nettement plus simple d’accéder aux autres équipements de la plateforme à partir de cet équipement central.



[bookmark: _Toc349314302]Backup
La plateforme étant totalement isolé du reste du réseau, le backup devra être limité pour éviter de saturer le firewall qui fera donc passer les flux. On peut envisager d’avoir à terme une interface dédié sur le serveur de backup qui aura accès au réseau ALL permettant ainsi un accès au filer et aux données présentes dessus, cela ne permettra cependant pas l’accès direct aux données hébergés sur les serveurs.
En plus du backup, des archivages seront en place dans la mesure du possible sur le filer. Donc en plus d’avoir une synchronisation entre les deux sites (suivant l’application, la synchronisation diffère), une ou plusieurs versions d’archives pourront être mis à disposition sur les deux filers. Il s’agit des données suivantes :
· Oracle : Copie a froid des bases
· Mysql : Dump des bases
· RRD : rrds et base d’index
· MRTG : rrds et weathermap
· Seek : scenarios actifs
· Web : Les sites
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Chaque services rendu pourra avoir sa propre vip afin de simplifier l’utilisation du load-balancer (une IP, un service). Cependant, il faudra obligatoirement une IP différente en fonction de la zone du service. De plus, au niveau firewall, il sera possible de faire du PAT pour utiliser une IP unique avec différents ports qui se repartiront sur plusieurs Ips différentes. Ci-dessous, la liste des services qui devront être déployés  sur le load balanceur:

La terminologie employée est la suivante :
· LB : Le service est load balancé, les deux équipements sont donc actifs.
· MB : Le service est en mode Master/Backup, un seul équipement est actif à la fois mais passe par le LB
· DIR : Le service n’est pas fourni par le Load balanceur mais par les équipements en directs. 
Dans le cas d’un service ‘LB’ ou ‘MB’, l’IP à utiliser sera une IP du subnet VIP. Dans le cas d‘un service ‘DIR’, il s’agira de l’IP de l’équipement ou d’une ip flottante (subnet ‘serveur’).
DMZ
· Collecteur/VP Messenger : TCP/9003, TCP/1984 (LB)
· Collecteur/Plugin Server : TCP/9004 (LB ?)
· Agarik/BullPI (web) : TCP/80 (LB)
· Serveur de configuration réseau : TCP/20-21, UDP/69, UDP/162, UDP-1024-65535 (MB ?)
· Cflow (Netflow) : UDP/9008 (DIR)
· Cflow (web) : TCP/443 (doit être local aux fichiers RRD) (LB)
· SecurePaiement (Web) : TCP/443 (LB)
· ReverseProxy : TCP/80-443 (LB)
Middle
· MRTG (Web) : TCP/443 (doit être local aux fichiers RRD) (LB)
· Agaoffice/Pioffice (web) : TCP/443 (LB)
· Agaoffice Archivage : TCP/443 (MB)
· Agaoffice Agaputty : TCP/443 (MB)
· Candy (Web) : TCP/443 (LB)
· Portail Client Agarik (GF Web) : TCP/80-443 (LB)
· Portail Client CloudMaker (GF Web) : TCP/80-443 (LB)

ZS
· Star (Web) : TCP/443 (doit être local aux fichiers RRD) (LB)
· Star (Star) : TCP/9005 (DIR)
· Oracle : TCP/1521 (DIR)
· Agaoffice (MySQL) : TCP/3306 (DIR)
· Cloud Shop (GF Web) : TCP/443 (LB)
· Operia (GF Web) : TCP/443 (LB)
· ReportServer (GF Web) : TCP/443  (MB)
· Jasper Server (GF Web) : TCP/443 (MB)
· Capucin (GF Web): TCP/443 (LB)
· Qualys (Web) : TCP/443 (LB)
· Agawiki : TCP/443 (LB)
· Vision (Web) : TCP/443 (LB)
· CVS (Web) : TCP/443 (LB)
· Agavisio (Web) : TCP/443 (LB)
· PHPMyAdmin : TCP/443 (LB)


All
· Syslog : TCP-UDP/514 (DIR)
· Relais  SMTP : TCP/25 (DIR)
· DNS : TCP-UDP/53 (DIR)
· NTP : UDP/123 (DIR)
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Le point essentiel d’une plateforme redondante est de pouvoir perdre un élément sans que cela implique une perte de service. Dans le cas présent, nous avons cependant certains serveurs qui ne sont pas load-balancable et qui vont donc entrainer une perte de service. En reprenant la terminologie employée juste avant, nous avons donc les serveurs en LB pour lesquels la perte d’un équipement sera transparente. Les serveurs en MB pourraient nécessiter des adaptations, en particulier au niveau de la synchronisation des données. Enfin, les équipements accédés en direct (DIR) entraineront pour leur part une défaillance du service rendu.

Oracle
La perte du serveur oracle entraine la perte complète du service de supervision. Sur la partie détection, nous nous baserons sur un système à mettre en place et qui indiquera où trouver l’information. En cas de perte définitive du serveur et donc des données. Le second serveur oracle devra être configuré pour être utilisé en suivant la procédure du wiki. L’ip du master devra être déplacé sur l’ancien slave.

Mysql
La perte du serveur MySQL entraine la perte complète de l’Agaoffice. Un Agaoffice en lecture seul permet cependant d’accéder à la seconde base pour avoir un accès limité aux données et ainsi rétablir le service. Pour effectuer la bascule, rien n’est à faire cote serveur SQL. Il faut cependant déplacer l’ip du master au slave pour rétablir le service
Cvsnet
La perte du serveur cvsnet n’est pas en soit un problème puisqu’il ne sert qu’à la récupération des configurations. La bascule si la coupure dure trop longtemps peut être réalisé juste en changeant l’ip
Cflow
Le cflow posséde une particularité dans le sens ou le service n’est pas véritablement redondé. Un processus tourne sur l équipement master et envoi les flux directement sur le slave. La perte du master entraine donc que le slave ne recoit plus rien. La bascule du service se fait à nouveau juste en changeant d’ip. 
Agaoffice (Archivage)
A completer
Agaoffice (Agaputty)
A completer
Report Server
A completer
Jasper Server
Le serveur n’est pas load balancable mais plus encore, il ne peut être actif sur deux équipements à la fois. La bascule de l’un vers l’autre nécessite donc d’avoir l’application à jour sur le second serveur, d’arrêter le service sur le primaire si il tourne encore et de le lancer sur le secondaire.
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Il y a deux types de données à stocker sur les NetApp. Les données de production, c'est-à-dire les données qui sont utilisées tel quels par les applications. Et les archives (ou pour simplifier, les backups).
Les données de production seront répliquées très régulièrement entre les deux sites. Les backups eux pourraient ne pas être recopié : cela correspond à des copies de données présentes sur disques, donc il faudrait une double défaillance matérielle ou la défaillance d’un site complet. Dans les deux cas, les données présentes sur disque sur l’autre site serait donc suffisant.

Le stockage via qtree va permettre de garder un œil sur la volumétrie au niveau de chaque serveur et de savoir donc qui utilise quoi. Le stockage de chaque type de données devra donc être dans un qtree. Cela oblige à avoir l’intégralité des montages à la racine du volume (un qtree ne pouvant être dans un dossier).

Chaque serveur nécessitant un stockage sur filer aura donc son propre qtree correspondant à son host+zone (oracle1.zs par exemple, le site n’est pas utile). Dans le cas ou un backup inter-site est réalisé, un qtree « backup.<site> » contenant les dossiers serveurs recopiés sera à créer.
Les droits devront être réglé pour n’autoriser que les équipements devant accéder aux données et si possible restreindre l’écriture si celle-ci n’est pas utile.
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