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1 Présentation Générale de l’Application

1.1 Contexte 

Le CSN souhaite refondre la solution SYNOTEX utilisé pour réaliser des évaluations/expertises immobilières. La solution actuelle est basée sur la technologie 4D est mise en œuvre sous la forme d’un client lourd

La solution future, objet de ce document, est une application client légéer web.

1.2 Présentation Fonctionnelle 

Synotex offre des services à deux types de populations : les évaluateurs et les experts immobiliers.

Synotex permet à ces utilisateurs de collecter toutes les informations utiles à l’expertise ou l’évaluation du bien (situation géographique, urbanistique, etc…) et offre des algorithmes d’évaluation qui peuvent être spécifiques aux biens.

Certains de ces algorithmes utilisent pour leurs calculs des références d’achats immobiliers qu’ils récupèrent sur les systèmes externes BIEN et PERVAL.

2 Exigences

2.1 Exigences d'Utilisation

Le tableau suivant liste les différentes fonctionnalités macroscopique offertes par l’application

	Fonctionnalités
	Sync./

Async.
	Description

	F1
	Sync
	Réalisation et consultation d’expertise immobilière

	F2
	Sync
	Réalisation et consultation d’évaluation immobilière

	F3
	Sync
	Paramétrage des comptes client

	F4
	Sync
	Paramétrage applicatif

	F5
	Sync
	Consultation d’un forum et d’une FAQ

	F6
	Sync
	Consultation newsletter et actualités


Le tableau suivant liste les rôles utilisateurs

	Rôles utilisateurs

(ou applications clientes)
	Description
	Localisation/nombre

	U1
	Expert
	-

	U2
	Evaluateur
	-

	U3
	Administrateur
	-

	U4
	Opérateur support fonctionnel
	-

	U5
	Visiteur
	-


2.2 Exigences de fiabilité de service

	Critères liés aux niveaux de service

	Ouverture de service
	24H/24, 7J/7

	Taux de disponibilité global de l’application
	99%

	Nombre d’arrêts de service tolérés 
	A définir ultérieurement

Privilégier les arrêts de service en HNO

	Fenêtre d’exploitation demandée
	Horaires (purges de base, sauvegarde,…) ==> 0H00 – 7H00

	RTO « benign » (Recovery Time Objective sur incident « bénin ») = DMIA incident mineur


	Durée d’interruption max. admissible : à préciser
Bascule automatique pour les serveurs Web1 et Web2

Bascule manuelle pour les serveurs Bdd1 et Bdd2

FRTO (full recovery time objective) = A définir

	RPO « benign » (Recovery Point Objective sur incident « bénin ») = Perte de Données max. admissible sur incident mineur
	Perte admissible : aucune 



	RTO (Recovery Time Objective) = DMIA sur sinistre

Durée maximale d’interruption admise ET plan de reprise
	A définir par Agarik

	RPO (Recovery Point Objective sur sinistre) =Perte de Données max. admissible – Désastre site
	Redémarrage avec données à J-1

	Demandes exceptionnelles
	


2.3 Exigences de sécurité

	Fonctions de sécurité logique
	Mesures
	Générique, spécifique, possible

	Intégrité des données
	Garantie de la non altération des données, 
	Générique

	Traçabilité
	Traçabilité applicative et système d’action d’utilisateurs
	Spécifique : mémorisation des consultations effectuées par les utilisateurs. Les logs traces les numéros de tous les utilisateurs ayant rencontré un problème.

	Imputabilité
	Sans objet
	Sans objet

	Non répudiation
	Sans objet
	Sans objet

	Confidentialité des données
	Confidentialité de l’information (création, diffusion, sauvegarde, archivage, destruction)
	Générique

	Sécurité des échanges
	Pour l’ensemble des flux applicatifs, y compris échanges avec les utilisateurs :

Identification/authentification des partenaires,

Intégrité,

disponibilité de l’échange, 

confidentialité de l’échange
	Les échanges se font en clair car le réseau support de l’échange est  lui-même protégé.

	Identification / Authentification
	Identification et authentification de tous les utilisateurs

Règle sur les mots de passe (attribution, modification…)
	L’accès à l’application est protégé par mot de passe 

Utilisation de Spring Security



	Contrôle d’accès
	Capacité de restreindre l’accès à une information ou à une ressource aux utilisateurs légitimes par des contrôles appropriés exercés sur leurs droits
	Spécifique : l’accès aux données est limité sur la base de CRPCEN d’appartenance de l’utilisateur.




2.4 Exigences de Conservation des Données

La base MySQL contient les données applicatives du système

Le filler contient les pièces jointes des dossiers.

Les deux espaces de stockage sont alimentés au fil de l’eau en 24/7

La sauvegarde à mettre en place doit donc être faite à chaud et sur une base quotidienne

Au vu du volume de données, une sauvegarde incrémentale est peut-être à privilégier.

 Architecture technique 

2.5 Schéma d’architecture générale

A faire…
2.6 Produits logiciels

	Nom
	Ver.
	Description
	Réf. Mat.
	Nbre. lic.
	Remarques

	Système d’exploitation

	Cent OS
	6.3
	
	Web1

Web2

Bdd1

Bdd2
	
	

	Base de données

	MySQL
	5.5.28
	
	Bdd1

Bdd2
	
	

	WAS, Serveurs Web 

	Tomcat
	7.0.32
	
	Web1

Web2
	
	

	Apache httpd
	2.4
	
	Web1

Web2
	
	Serveur http dédié et distinct de celui de Tomcat

	Middleware et communications 

	
	
	
	
	
	

	Service d’infrastructure

	
	
	
	
	
	

	Environnement de développement

	Eclipse
	
	
	
	
	Approvisionné en interne par Thales

	Autres (Progiciels)

	JDK inclus
     jax-ws
	1.6
	
	Web1

Web2
	
	

	Produits de sécurité

	
	
	
	
	
	

	Exploitation

	A définir
	
	
	
	
	

	A définir
	
	
	
	
	

	A définir
	
	
	
	
	

	A définir
	
	
	
	
	

	A définir
	
	
	
	
	


2.7 Composants Matériels

	Noms
	Description
	Puissance / Volume requis
	Réf. Mat.
	Remarques

	Serveurs Web

	Dell
	4 vCPU

16 Go RAM
	
	Web1

Web2
	

	Serveurs Bdd

	Dell
	4 vCPU

16 Go RAM
	
	Bdd1,

Bdd2
	

	Système de stockage (NAS, SAN )

	DAS
	A renseigner par Agarik
	300 Go
	DAS
	Stockage sur disque indépendant

	Autres matériels

	ACE 
	Répartiteur de charge
	
	ACE
	Activation de la persistance de session

Détection de failover en consultant l’URL /synotex/alive.txt

Répartition de charge en road robin des nouvelles connexions sur les serveurs


2.8 Gestion des Changements

En cas d’absence d’impact sur le modèle de données, les opérations de maintenance et la mise en production s’effectuent sans arrêt du service en mettant à jour successivement les différents serveurs Web après les avoir retirés de la visibilité du load balanceur

3 Architecture réseau

3.1 Schéma général

A fournir par Agarik.
3.2 Interfaces

	N°
	Initiateur

Émetteur
	Partenaire

Récepteur
	Protocole / Réseau
	Volume / Fréquence
	Débit requis
	Plage horaire
	Temps de réponse

	0*
	Navigateur client (sur réseau notaires)
	SYNOTEX
	HTTP
	450 000 req/jour max

(1500 utilisateurs faisant chacun une mission avec ~300 requêtes http)
	
	06-22H
	2sec

	1
	SYNOTEX
	BIEN

IP/port
	HTTP/SOAP
	10 000 req/jour max

(1000 utilisateurs faisant chacun une évaluation avec la récupération de 2 lots de références ~10 appels)
	
	06-22H
	0.5s

	2
	SYNOTEX
	PERVAL

IP/port
	HTTP/SOAP
	10 000 req/jour max

(1000 utilisateurs faisant chacun une évaluation avec la récupération de 2 lots de références ~10 appels)
	
	06-22H
	0.5s


4 Solutions et moyens de Sécurité (Accès et Fonctionnement)

4.1 Fiabilité du service

4.1.1 disponibilité locale (incident mineur) 

Deux serveurs se répartissent la charge derrière un boîtier ACE, ce qui permet, en cas d’incident sur un des serveurs, de poursuivre l’activité en mode dégradé sans interruption de service.

Les utilisateurs connectés sur le serveur indisponible doivent cependant se reconnecter dans le cas d’un incident de ce type.

4.1.2 disponibilité sur sinistre

En cas de sinistre site, le service n’est plus disponible.

Sauf si les deux serveurs sont répartis sur 2 data centers disticts ?
4.1.3 Scalabilité

Pour supporter une augmentation de charge, le système offre une très bonne scalabilité horizontale. En effet les serveurs métiers sont en répartition de charge : il est possible de rajouter facilement des serveurs, installés à partir du même Master.

La scalabilité verticale (augmentation des capacités des serveurs) est à définir par Agarik.
Avec ce type d’architecture, il est plus efficace de privilégier la scalabilité horizontale.

4.2 Identification/authentification et contrôle d’accès

Les serveurs Web et BDD sont placés sur un réseau isolé dédié aux notaires. L’accès à ce réseau est déjà limité par des dispositifs dont la description est hors périmètre de ce document.

L’accès aux services offerts par les serveur Web est protégé par un mécanisme d’authentification.

Les mots de passe utilisateur sont stockés sous forme « hashée » en base de donnée.

Un mécanisme d’emprunt d’identité réservé aux équipes de support applicatif est mis en œuvre pour leur permettre de voir la vision du client final.

4.3 Sécurité (confidentialité et intégrité) interne

Les accès physiques aux serveurs sont strictement limités aux intervenants Agarik dument habilités.

Les accès logiques aux serveurs (connexions tty, etc…) sont administrés par Agarik.

4.4 Sécurité (confidentialité et intégrité) externe

Cette sécurité est assurée par Agarik.
4.5 Traçabilité, Imputabilité et Non répudiation

L’application trace dans des fichiers logs les opérations réalisées. 

Ces opérations ne sont cependant pas réputées pouvoir faire l’objet d’une contestation.

Exploitation

Les outils préconisés par AGARIK sont à utiliser.

4.6 Administration des données, des produits et services

A définir par Agarik selon les produits à son catalogue

4.7 Maintenabilité, outil de diagnostic

A définir par Agarik selon les produits à son catalogue (Logiscope, etc….).

4.8 Supervision

Solution propriétaire AGARIK.

4.9 Sauvegarde, archivage et historique

Solution propriétaire AGARIK.

La base de données fonctionne en mode maître/esclave. En cas de crash du serveur maître, une procédure de restauration permet de reprendre une exploitation normale une fois les serveurs d’application re-paramétrés pour pointer sur le serveur de secours.

La volumétrie globale sera de l’ordre de quelques centaines de Go maximum.

4.10 Ordonnancement

Solution propriétaire AGARIK.

Ne sera utilisée que pour du traitement à la demande.

4.11 Autres produits

Sans Objet

5 Analyse/Conception/Déploiement

5.1 Conception des composants applicatifs

Réalisé par Thales.

5.2 Environnements de développement et qualification (intégrateur)

Ils sont mis à disposition de ses équipes par Thales.

5.3 Environnements de recette (MOA) et pré-production

Ils sont mis à disposition de la MOA par Agarik.

5.4 Déploiement

L’application est déployée par un script propriétaire en shell
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