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1 Introduction

L’objet de ce document est de décrire de manière détaillée la procédure d’installation et de configuration des serveurs JCMS/Tomcat et Apache pour le portail Intranet JCMS.

Les procédures d’exploitation sont décrites dans le document Portail_Real_manuel_exploitation_V1_0.doc. 

2 Architecture technique

L’architecture du portail est décrite dans le document DAT_Portail_REAL_CSN_v0_5.doc.

2.1 Architecture générale

JCMS 7.1 est une webapp Java EE 5. Elle fonctionne au sein d’un serveur d’application. Plusieurs instances de JCMS 7.1 peuvent être déployées sur le même serveur d’application. Le schéma ci-dessous illustre l’architecture générale d’une application JCMS 7.1 :

[image: image1.emf]
2.2 Stockage des données

JCMS 7.1 intègre un double mécanisme de stockage. Les données sont réparties entre JStore et un JcmsDB. Les données de structure (espaces de travail, groupes, catégories, portlets), les membres et les contenus sont gérées dans JStore. Les données techniques, les archives, les préférences et les contenus utilisateurs (forum, avis, commentaire, sondage, …) sont stockées dans la base de données relationnelle, JcmsDB.

2.2.1 JStore

JStore est une base de données objets dont la persistance est assurée par la journalisation des opérations de modification. Au démarrage de l’application, l’ensemble des objets est chargé en mémoire en rejouant les opérations contenues dans le fichier store.xml. En cours d’exploitation, lorsqu’un objet est créé, modifié ou supprimé, l’opération décrivant cette écriture est ajoutée au journal. Seuls les attributs des objets sont chargés en mémoire et stockés dans store.xml. Cela ne concerne donc pas les fichiers déposés sur le serveur, les gabarits de présentation (JSP), les feuilles de styles, …

Deux métriques sont donc à considérer avec JStore : le volume mémoire et le temps de chargement. 

Le volume mémoire dépend du nombre d’objets vivants à charger et de la taille moyenne de ces objets. La taille d’un objet est essentiellement liée au volume de texte stocké dans l’objet (typiquement, un objet JCMS sans aucun champ texte pèse moins de 1 Ko). JStore repose sur les API Java dans lesquelles les chaînes de caractères sont stockées en Unicode sur 2 octets. Le volume mémoire occupé est donc un peu plus du double du volume de texte. Par exemple, une page A4 de texte représentant 3 Ko de texte brut sur disque occupera 7 Ko en mémoire dans JStore (index compris). Un site JCMS gérant 50 000 contenus de ce type occupera donc environ 400 Mo.

Le temps de chargement dépend du nombre d’opérations présentes dans le journal store.xml. Ce sont essentiellement les opérations de création qui sont coûteuses. Le temps de chargement est proportionnel au nombre et à la taille des objets. Par exemple, un journal de 50 000 objets représentant chacun une page A4 de texte brut (3 Ko sur disque) se charge en 1 minute sur un PC à 2 GHz avec 2 Go de RAM et des disques à 7200 rpm.

2.2.2 JcmsDB

JCMS 7.1 stocke une partie de ses données dans une base de données relationnelle, JcmsDB, gérée par un SGBDR.

JCMS 7.1 est livré avec le SGBDR embarqué Derby. Dans le cadre du portail intranet, ce SGBDR est remplacé par le SGBDR externe PostGreSQL. La création de la base et les procédures d’exploitation (notamment la sauvegarde régulière) sont à la charge de l’administrateur du SGBDR.

Au premier démarrage, JCMS génère dans JcmsDB l’ensemble des tables et des indexes nécessaires. Cette structure peut évoluer selon les créations et modifications des types de publications et les ajouts de modules.

3 Configuration de l’environnement d’installation

3.1 Système d’exploitation

Sous Unix, il est recommandé de configurer la limite du nombre de fichiers ouverts simultanément à une valeur supérieure ou égale à 4096. Attention de ne pas dépasser la limite définie au niveau du kernel (/proc/sys/fs/file-max) ou de modifier cette limite également.

Vérifiez les limites dans un shell de l'utilisateur qui sert à lancer le serveur d'application avec la commande ulimit.

Configurez les limites de votre système (/etc/limits ou /etc/security/limits.conf)

Sur Linux, assurez-vous que JCMS est installé sur un système de fichiers ext3.

3.2 Machine virtuelle Java (JVM)

Le serveur d’application doit être configuré pour fonctionner avec Java SE 6 d’Oracle (HotSpot) ou la 1.6 d’IBM pour WebSphere.

Avec la JVM HotSpot, il est nécessaire d’augmenter la valeur par défaut du PermGenSpace via les attributs -XX:PermSize et –XX:MaxPermSize. Il est recommandé de mettre 256 Mo pour ces 2 attributs. Le détail du paramétrage est indiqué à la section 5 lors l’installation de JCMS sur le serveur d’application.

3.3 Configuration de la base de données

Si vous avez choisi d’utiliser le SGBDR embarqué Derby, vous n’avez aucun paramétrage à effectuer. Si vous utilisez un SGBDR externe vous devez tout d’abord installer JCMS avec Derby puis suivre la procédure décrite dans le chapitre « Configuration ».

3.4 Encodage des caractères

JCMS 7.1 utilise le mode d’encodage des caractères UTF-8. Il convient donc d’utiliser un éditeur texte supportant UTF-8 pour éditer les fichiers de JCMS.
4 Installation des logiciels 

4.1 Pré-requis

Cette procédure requiert les pré-requis suivants : 

	Élément
	Nom / URL
	Version
	Notes

	Système d’exploitation
	Linux
	CentOS 6
	

	JCMS 
	Fourni par Klee Group
	7.1.1
	

	Modules JCMS et Klee group
	Fourni par Klee Group
	
	

	Java
	JDK

http://www.oracle.com/technetwork/java/javase/downloads/jdk-6u25-download-346242.html
	6u25+


	jdk-6u25-linux-x64

	Tomcat
	Tomcat

http://archive.apache.org/dist/tomcat/tomcat-6/v6.0.32/bin/
	6.0.32+
	apache-tomcat-6.0.32.tar.gz

	Apache
	Apache
http://httpd.apache.org/download.cgi
	2.2.15+
	

	Mod_jk (apache)
	http://tomcat.apache.org/download-connectors.cgi
	
	

	MySQL
	http://dev.mysql.com/downloads/mysql/5.1.html#
	5.1
	Nécessite le plugin MySQL pour JCMS.

	OpenOffice
	OpenOffice

http://www.openoffice.org/.
	3.3.0
	Nécessaire pour la conversion PDF des documents.
OOo_3.3.0_Linux_x86-64_install-rpm-wJRE_en-US.tar.gz

	Jodconverter-tomcat
	http://sourceforge.net/projects/jodconverter/files/JODConverter/2.2.2/jodconverter-tomcat-2.2.2.zip/download
	2.2.2
	Nécessaire pour la conversion PDF des documents.
jodconverter-tomcat-2.2.2.zip

	SWFtools
	SWFtools

http://www.swftools.org/download.html
	0.9.2
	Permet de créer des fichiers swf des fichies PDF pour visualiser les documents.
swftools-0.9.2.tar.gz

	ImageMagick
	ImageMagick

http://www.imagemagick.org/script/binary-releases.php?ImageMagick=l64aeejng9i5om0e1ork6g39r1#unix
	6.5.4+
	Nécessaire pour générer une miniature de la première page d’un document.

	ghostScript
	ghostScript

http://www.ghostscript.com/download/gsdnld.html
	8.70+
	Nécessaire pour générer une miniature de la première page d’un document.



	ffmpeg
	ffmpeg

http://ffmpeg.org/download.html
	0.6.5+
	


Afin de faciliter les montées de version, Klee préconise une structure d’installation suivante :

/home/tomcat/apache-tomcat-[version] : répertoire physique de tomcat

/home/tomcat/tomcat : lien symbolique pointant la version courante de tomcat

/home/tomcat/jdk-[version] : répertoire physique de la JDK

/home/tomcat/java : lien symbolique pointant la version courante de la JDK

Il faut ensuite configurer les variables d’environnement (CATALINA_HOME, JAVA_HOME, etc…) pour utiliser les répertoires en lien symbolique à la place de leur version « physique ».

A chaque changement de version d’un des logiciels, il suffira donc de configurer la nouvelle version puis de changer les liens symboliques.
4.2  Configuration de Tomcat (Serveur d’applications)

On considéra que Tomcat a été installé dans TOMCAT_DIR.

4.2.1 Configuration de la gestion de la mémoire
La JVM (machine virtuelle java) définit la taille de la mémoire allouée en deux parties :

· La mémoire classique (« heap » « tas ») : stocke les objets (instances des classes Java et des tableaux). Si la taille de la zone mémoire est trop petite, l’exception« OutOfMemoryError » peut se produire. La taille  mémoire se configure avec les options Xms (taille initiale) et Xmx (taille maximale).
· La mémoire de la « permanent generation » est une zone contenant la déclaration des objets Class. Il arrive que cette zone soit trop petite et provoque un blocage de l’application en indiquant l’exception suivante « OutOfMemoryException : PermGen space ». La taille mémoire se configure avec les options XX :PermSize (taille initiale) et XX :MaxPermSize (taille maximale).
· Créer un fichier intitulé « sentenv.sh » dans le dossier « TOMCAT_DIR/bin/» et insérer la ligne suivante :

JAVA_OPTS=“-Xms8192m –Xmx8192m -XX:PermSize=256m -XX:MaxPermSize=256”
4.2.2 Configuration de tools.jar

Pour permettre à JCMS 7.1 de générer et compiler les classes des types, la bibliothèque tools.jar (contenant le compilateur javac) doit être ajoutée à Tomcat.

Editer le fichier « TOMCAT_DIR/bin/ sentenv.sh » et ajoutez les lignes ci-dessous :
# Jalios : tools.jar required to run JCMS 

# Set standard CLASSPATH 

CLASSPATH="$JAVA_HOME"/lib/tools.jar 

Remarque : vous pouvez également ajouter dans ce fichier la configuration de la variable d’environnement JAVA_HOME, en indiquant le chemin de la JDK. (Cette variable doit être en première position)
4.2.3 Configuration des doubles guillemets dans les JSP
Editer le fichier « TOMCAT_DIR/conf/catalina.properties »  et ajouter à la fin de ce fichier la ligne suivante : 
org.apache.jasper.compiler.Parser.STRICT_QUOTE_ESCAPING=false
4.2.4 Configuration de l’encodage UTF_8
Editer le fichier « TOMCAT_DIR/conf/server.xml » et ajouter URIEncoding="UTF-8" dans le connector Coyote HTTP/1.1 :
<!-- Define a non-SSL Coyote HTTP/1.1 Connector -->
<Connector port="8080" protocol="HTTP/1.1"
           connectionTimeout="20000"

           redirectPort="8443"
           URIEncoding="UTF-8" />

4.2.5 Exécution de tomcat

Démarrage tomcat

Le démarrage se fait simplement en lançant le script « TOMCAT_DIR/bin/startup.sh »
 Lorsque la ligne "INFO: Server startup in … ms" apparaît, ceci indique que Tomcat est correctement démarré.
A chaque redémarrage, il est conseillé de vider les caches tomcat. Supprimer le fichier (TOMCAT_DIR/work/catalina/localhost)

Arrêt de tomcat
De même pour l’arrêt : « TOMCAT_DIR/bin/shutdown.sh »
4.3 JCMS (Portail)

4.3.1 Pré-requis

4.3.1.1 Modules Jalios

	Nom du module
	Nom interne
	Version*

	Module Blog
	BlogPlugin
	6.0

	Module Calendrier
	CalendarPlugin
	2.0.0

	Module Category Rights
	CategoryRightsPlugin
	2.0.2

	Module Commentaire DB
	DBCommentPlugin
	3.2.1

	Module DBForum
	DBForumPlugin
	5.0

	Module Espaces Collaboratifs
	CollaborativeSplacePlugin
	4.0

	Module Explorer
	ExplorerPlugin
	2.2.1

	Module Favoris
	BookmarksPlugin
	3.0

	Module Médiathèque
	PhotoLibraryPlugin
	3.1.1

	Module Vidéo
	VideoPlugin
	3.0

	Module Visionneuse de documents
	DocumentViewerPlugin
	2.0

	Module Wiki
	WikiPlugin
	5.0

	Module de base de données MySQL
	MySQLDatabasePlugin
	1.1

	Module de conversion PDF
	PDFConverterPlugin
	5.0

	Module de génération d’aperçus
	ThumbnailGeneratorPlugin
	1.1


4.3.1.2 Modules Klee Group

	Nom du module
	Nom interne
	Version*

	AlertePlugin
	AlertePlugin
	1.0

	Conseil Supérieur du Notariat
	CSNMAinPlugin
	1.0


 (*) Versions à la date de rédaction du document.

4.3.2 Installation

4.3.2.1 Installation initiale

· Se positionner dans le répertoire « TOMCAT_DIR/webapps » 
· Créez un répertoire intitulé par exemple « csn ».
· Décompressez fichier « jcms-7.1.x.war » dans ce répertoire. Remarque : pour décompresser ce fichier, vous pouvez renommer l’extension « war » en « zip », ce qui donne « jcms-7.1.x.zip » et ensuite le décompresser dans le dossier « csn ».
· Démarrer Tomcat.
· Installer tous les modules Jalios en respectant le paragraphe Installation d’un module JCMS à partir de l’interface JCMS ou Installation d’un module JCMS manuellement. 

· Arrêter et  redémarrer Tomcat.
· Installer tous les modules Klee en respectant le paragraphe Installation d’un module JCMS à partir de l’interface JCMS ou Installation d’un module JCMS manuellement.  

· Arrêter tomcat.

· Se positionner dans le répertoire « csn » et dé-zipper et dé-tarer le fichier « upload.tgz » fourni par KLEE GROUP.

· Se positionner dans le répertoire « data » de votre webapp JCMS :  TOMCAT_DIR/webapps/csn/WEB-INF/data. Remplacer les fichiers « store.xml» « log4j.xml », « custom.prop », « webapp.prop » par ceux qui ont été fournis par Klee Group.
· Redémarrer tomcat.

4.3.2.2 Installation d’un module à partir de l’interface JCMS 
· Se connecter au portail JCMS (http://@IPserveur:8080/csn/) en administrateur central. Par défaut, login : admin, mot de passe : admin et se rendre dans l’administration centrale de JCMS. (cliquer sur[image: image2.png]


 en bas à droite de la page d’accueil)
· Cliquer sur « Gestion des modules » dans la section « Exploitation » :
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· Dans la colonne de droite, dans le cadre « Déposer un module », cliquer sur parcourir et pointer sur l’archive du module (le fichier se nomme généralement nommodule_Version.zip).  

· Cliquer sur « Déposer un module »
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· Contrairement à ce qui est indiqué, le redémarrage n’est pas nécessaire à ce point, il peut notamment être différé si l’on souhaite installer plusieurs modules. Dans ce cas, cliquer sur « Gestion des modules » et répéter la procédure avec un autre module.

4.3.2.3 Installation d’un module manuellement 

Un module ou plugin JCMS peut être déployé manuellement en ligne de commande en dé-zippant l’archive dans la webapp JCMS. Un plugin possède généralement cette structure :
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Vous retrouverez ces dossiers dans le dossier « TOMCAT_DIR/webapps/csn/ ».

Procédure : 
· Déposer le/les module(s) dans le dossier «TOMCAT_DIR/webapps/csn/WEB-INF/plugins ». Cette étape vous permet de garder les numéros de versions des différents modules.
· Dé-zipper les modules dans le dossier « TOMCAT_DIR/webapps/csn/ ». Confirmer les remplacements de fichiers.
Remarque : 
Lorsque vous déposez les modules au format zip dans le dossier «TOMCAT_DIR/webapps/csn/WEB-INF/plugins », ils apparaissent automatiquement sous JCMS dans la gestion des modules à l’état « Déposé ».
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Le module peut alors être installé par l’interface en cliquant sur le module. Cocher le module, puis cliquer sur le bouton « Installer… » :
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4.3.3 Contrôle

Afficher la page d’accueil du portail (URL = http://127.0.0.1:8080/csn/ si vous êtes sur le serveur où JCMS a été installé). Sinon indiquer l’adresse IP du serveur à la place de 127.0.0.1.
4.3.4 Configuration

4.3.4.1 Configuration de la base MySQL
Création de la base MySQL :
· Le charset doit être en UTF-8.
· Un schéma avec un utilisateur ayant à minima les droits de lecture, création de tables, indexes sur ce schéma doit être créé.
Se connecter à mysql avec un utilisateur ayant les droits de création de base. Ex. :

# mysql -u root -proot

Créer la base de données pour jcms : 

mysql> create database nom_base character set 'utf8' collate 'utf8_general_ci';

nom_base = nom de la base de données pour le site installé.

Vérifier la création de la base : 

mysql> show databases;

Créer l’utilisateur jcms avec droits sur la nouvelle base (cet identifiant et le mot de passe ainsi définis seront utilisés par JCMS pour se connecter à la base MySQL) :

mysql> create user jcms identified by 'jcms';

mysql> grant all on nom_base.* to jcms;

Vérifier la création : 

mysql> SELECT Host, User FROM mysql.user;

Configuration de la base de données sous JCMS :
· Renseigner les éléments de la base dans JCMS.  Se positionner dans l’espace d’administration et cliquer sur « propriétés » dans la section « Exploitation ».
· Cliquer sur l’onglet « Base de données ». Dans le champ « SGBDR », choisir l’option « Base de données MySQL 5 ».
· Renseigner l’URL de connexion à  la base de données. Exemple : jdbc:mysql://localhost:3306/jcmsdb?jdbcCompliantTruncation=false&useUnicode=true&characterEncoding=UTF-8
Renseigner donc le host, le port et le SID en fonction de votre configuration.
Indiquer le compte utilisateur et le password.

· Cliquer sur « Vérifier la connexion ».

· Lorsque la connexion s’est établie avec succès, enregistrer les modifications puis arrêter et redémarrer la webapp.

4.3.4.2 Configuration d’OpenOffice pour la gestion des PDF

· Mettre le service OpenOffice pour écouter sur le port 8100. 

· Lancer la ligne de commande suivante :

soffice -headless -accept="socket,host=127.0.0.1,port=8100;urp;" -nofirststartwizard

4.3.4.3 Configuration de Jodconverter
Extraire l’archive « jodconverter-tomcat-2.2.2.zip ». Copier le dossier « webapps\converter » dans le dossier « TOMCAT_DIR/webapps »
4.3.4.4 Configuration des modules Jalios

Module de génération d'aperçus
	Propriétés
	Valeurs CSN

	Commande de génération pour les fichiers PDF
	convert "{src.path}[0]" -resize {width}x{height} "{dest.path}.png"


Module de conversion PDF

	Propriétés
	Valeurs CSN

	Web Service de conversion OpenOffice
	http://127.0.0.1:8080/converter/service


Module Visionneuse de documents
	Propriétés
	Valeurs CSN

	Ligne de commande de l'executable pdf2swf
	pdf2swf -s internallinkfunction=handleInternalLink -T 9 -t -o {0} {1}

	Ligne de commande de l'executable pdf2swf en mode dégradé
	pdf2swf -s poly2bitmap -s internallinkfunction=handleInternalLink -T 9 -t -o {0} {1}


Module de conversion PDF
	Propriétés
	Valeurs CSN

	Chemin de FFmpeg
	/usr/bin/ffmpeg


4.3.4.5 Configuration des modules KLEE
Conseil Supèrieur du Notariat

	Propriétés
	

	Environnement de dev
	Mettre à faux pour un environnement de recette ou de production

	Timer carrousel (secondes)
	Temps de défilement entre les vignettes du carrousel. Par défaut 5 secondes. 0 permet de désactiver le défilement automatique.

	Types de contenu autorisés dans la recherche FO
	Les types de contenus (nom interne) autorisés dans la rechercher front-office.


4.3.4.6 Paramétrage général du portail

Se rendre dans la section « Espace d’administration > Exploitation >  Propriétés » puis sur l’onglet « Site ». Changer le champ « URL du site » afin qu’il corresponde à votre installation (URL de la page d’accueil du portail terminée par le caractère « / ») et cliquer sur « Enregistrer ».
Vérifier que vous possédez bien ces informations dans les onglets « Accès », « Portail » et « Avancé » :
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4.3.4.7 Configuration messagerie

Se rendre dans la section « Espace d’administration > Exploitation > Propriétés » puis sur l’onglet « E-mail ». 

Section E-mail Sortant :

· Activé : oui

· Serveur SMTP : nom ou n° IP du serveur de messagerie SMTP.

· Port SMTP, login SMTP et Mot de passe SMTP : à configurer si nécessaire.

· E-mail par défaut : e-mail de l’administrateur central du portail.

4.3.4.8 Configuration du proxy de sortie

Certaines fonctionnalités de JCMS (syndication RSS, réplication, …) effectuent des requêtes http qui peuvent nécessiter de passer par le serveur proxy de l’entreprise. Si c’est le cas, renseignez les champs Proxy de sortie de l’onglet Proxy (« Administration technique / Exploitation / Propriétés ») :

· Serveur : indiquez l’adresse du serveur

· Port : indiquez le port d’écoute du serveur

· Compte : indiquez le compte utilisateur de connexion au serveur proxy si nécessaire

· Mot de passe : indiquez le mot de passe de connexion au serveur proxy si nécessaire

· Sauf pour : indiquez les adresses pour lesquelles il ne faut pas passer par le proxy. Indiquez notamment les adresses des réplicas afin que les requêtes de synchronisation JSync ne soient pas aiguillées sur le proxy.

5 Mise en place de la réplication (Jsync)

Ce chapitre décrit la configuration de la réplication entre plusieurs serveurs JCMS.

5.1 Introduction 

Avec JSync, chaque serveur JCMS est indépendant pour l'accès aux données. Seules les écritures nécessitent des propagations. Or, dans le fonctionnement normal d'un site JCMS, les consultations des données sont très nettement supérieures aux écritures. Cela signifie donc que chaque serveur sera capable de traiter la grande majorité des requêtes sans qu'il ait à contacter le reste du groupe. Et dans le cas où le leader deviendrait indisponible, un serveur réplica acceptera les écritures et ne les diffusera que lorsqu'un leader sera à nouveau disponible. 

La mise en œuvre de la réplication implique de mettre en place les synchronisations suivantes : 

Synchronisation des données par Jsync :

La synchronisation par Jsync permet de synchroniser les données d’un groupe de serveurs JCMS, appelé réplica.  Toute création, modification ou suppression de données (catégorie, membre, contenu, …) sur l'un des réplicas sera propagée par le réplica leader aux réplicas membres du groupe.

Synchronisation ou partage des documents :

Les publications JCMS peuvent être accompagnées de documents. Il est important que chaque réplica puisse accéder à ces documents. Pour cela, deux solutions sont envisageables : 

· Les réplicas accèdent à un répertoire partagé contenant les fichiers uploadés. 

· Les fichiers uploadés sont répliqués par JSync ou Rsync sur les différents réplicas. 

La première solution a été choisie. D'une part, il existe différentes solutions simples pour partager le contenu d'un répertoire (NFS, Samba, …). D'autre part, la centralisation des fichiers uploadés réduit la consommation de bande passante entre les réplicas, allège les procédures de sauvegarde et simplifie l'architecture globale.

5.2 Architecture technique

L’architecture est décrite dans le document « DAT_Portail_REAL_CSN_v0_5.doc ».

5.3 Installation

L'installation se déroule en cinq étapes : 

· Installation et configuration des deux serveurs Tomcat,
· Installation de JCMS sur les deux serveurs Tomcat,
· Création d’un lien symbolique vers un répertoire partagé (serveur 1 et serveur 2),

· Paramétrage de Jsync,
· Installation d'Apache, du mod_jk et configuration de la répartition de charge. 
5.3.1 Installation et configuration des serveurs Tomcat

Les 2 serveurs Tomcat sont installés sur Tomcat1 et Tomcat2. Pour chacun d'entre eux, éditez les fichiers « TOMCAT_DIR/conf/server.xml » et faites les modifications décrites ci-dessous. 

5.3.1.1 Déclaration du connecteur Coyote HTTP/1.1

Ce connecteur est utilisé pour les échanges Jsync. Il permet aussi d'accéder directement à l'un des réplicas sans passer par le répartiteur. Configurez ce connecteur pour qu'il écoute sur le port 9001 pour Tomcat1 et sur le port 9002 pour Tomcat2. 

<!-- Define a non-SSL Coyote HTTP/1.1 Connector on port 9001 -->
<Connector port="9001" protocol="HTTP/1.1"
           connectionTimeout="20000"

           redirectPort="8443"
           URIEncoding="UTF-8" />

Vous pouvez également consultez la documentation du Connecteur HTTP pour plus d'informations sur les différents attributs possibles et leur valeur.

5.3.1.2 Déclaration du connecteur AJP 1.3

Ce connecteur est utilisé pour la communication entre Apache/mod_jk et un serveur Tomcat. Configurez ce connecteur pour qu'il écoute sur le port 11009 pour Tomcat1 et sur le port 12009 pour Tomcat2. 

<!-- Define an AJP 1.3 Connector on port 11009 -->
<Connector port="11009"
           redirectPort="8443" protocol="AJP/1.3"
           URIEncoding="UTF-8" />

Vous pouvez également consultez la documentation du Connecteur AJP pour plus d'informations sur les différents attributs possibles et leur valeur.

5.3.1.3 Ajout de l’attribut jvmRoute

Modifiez la balise Engine pour y ajouter l'attribut jvmRoute qui sera utilisé par le connecteur mod_jk pour effectuer la répartition de charge. Utilisez la valeur tomcat1 sur Tomcat1 et tomcat2 sur Tomcat2 :

<Engine name="Catalina" defaultHost="localhost" jvmRoute="tomcat1">

5.3.2 Installation de JCMS

Cf. chapitre 2.3 Installation du portail JCMS.

5.3.3 Création d’un lien symbolique sur un répertoire partagé

· Arrêter les deux serveurs tomcat. Sur les Tomcat1 et Tomcat1, effectuer les manipulations suivantes : 
· Se positionner dans le répertoire « TOMCAT_DIR/webapp/csn/ »
· Supprimer le répertoire upload.

· Créer un répertoire partagé sur une machine.

Sur  Tomcat1 et Tomcat2 effectuer les manipulations suivantes : 
· Créer un lien symbolique pointant sur le répertoire partagé :
ln -s  source lien_symb
· Effectuer la même opération sur le répertoire « archives». Le lien symbolique du dossier archive se situe dans le dossier « csn ».

5.3.4 Configuration de Jsync

Le serveur « maître » jouera le rôle de leader : on commence donc par configurer celui-ci. 

5.3.4.1 Configuration du leader

Accédez au JCMS de Tomcat1 et identifiez-vous en administrateur. 

Se positionner dans l’espace d’administration > Exploitation > Propriétés et cliquer sur l’onglet « Réplication ». Entrez la configuration suivante :

· Activé : Oui
· URID : t1
· URL de ce réplica : http://Tomcat1:9001/csn/
· Réplication des fichiers : Non
· Liste explicite de réplica : http://Tomcat2:9002/csn/
· Reconnexion des réplicas au démarrage : 2 minutes
Exemple :
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Remarque : ne pas oublier le « / » à la fin des URL.
5.3.4.2 Configuration du réplica

Accédez au JCMS de Tomcat2 et identifiez-vous en administrateur. 

Se positionner dans l’espace d’administration > Exploitation > Propriétés et cliquer sur l’onglet « Réplication ». Entrez la configuration suivante :

· Activé : Oui
· URID : t2
· URL de ce réplica : http://Tomcat2:9002/csn/
· URL de mon leader : http://Tomcat1:9001/csn/
· Réplication des fichiers : Non
Exemple :
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Remarque : ne pas oublier le « / » à la fin des URL.

5.3.4.3 Contrôle

Attention : pour le bon fonctionnement de la réplication, il est important que le leader soit démarré avant le réplica lors d’un redémarrage. 

Pour vérifier le bon fonctionnement de la réplication, on peut 

· Vérifier les paramètres de la réplication depuis l’espace d’administration, section « Administration technique > Exploitation > Gestion de la réplication ».

· Arrêtez Tomcat1 et Tomcat2. Relancez Tomcat1, puis, une fois qu'il est prêt, relancez Tomcat2. A la fin de son démarrage, Tomcat2 envoie une requête Jsync pour se déclarer à son leader (Tomcat1). Pour vérifier que les 2 réplicas sont bien connectés, consultez le Gestionnaire de réplication sur chacun des réplicas. 

Sur Tomcat1, Tomcat2 (t2) doit apparaître dans la liste des réplicas connectés :
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Sur Tomcat2, Tomcat1 (t1) doit apparaître comme leader de Tomcat1. 
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· Créer un contenu sur les deux serveurs, vérifier qu’ils sont bien reproduits sur les deux webapps.

Si le réplica leader tombe, le réplica ne peut plus propager ses écritures. Néanmoins, le réplica continuera d'essayer de propager ses nouvelles écritures au leader. Lorsque celui-ci sera à nouveau opérationnel, il se verra refuser la synchronisation, car le leader ne le connaît pas (dans le journal, code de retour 403 - URID inconnu). Il faut donc procéder à la réintroduction du réplica auprès du leader. Pour cela, sur le réplica, aller dans « Gestion de la réplication » et cliquez sur le bouton Déconnexion puis sur le bouton Contacter le leader.

5.3.4.4 Réactivation de la synchronisation
Il peut arriver, suite par exemple à une coupure non voulue du serveur maître ou à un problème réseau sur les serveurs, que la synchronisation ne soit plus active.

Pour la réactiver, suivre la procédure suivante :

· Se connecter au serveur esclave en administrateur,

· Afficher l’espace d’administration,

· Cliquer sur « Gestion de la réplication »,

· Si l’état indique :

· « Réplica membre » : 

· Cliquer sur le bouton « Déconnexion », 

· Attendre le rechargement de la page,

· Cliquer sur le bouton « Contacter le leader »,

· Vérifier l’état du leader.

· « Réplica isolé » : 

· Cliquer sur le bouton « Contacter le leader  », 

· Vérifier l’état du leader.

6 Mise en place de la répartition de charge (Apache)

6.1 Introduction

La répartition de charge est une solution technique permettant d'assurer la haute disponibilité d'un site Web en distribuant les requêtes reçues sur plusieurs serveurs. Ce type d'architecture offre de nombreux avantages : 

· Passage à l'échelle : pour améliorer les performances globales du système, il suffit d'ajouter de nouveaux serveurs. 

· Tolérance aux pannes : si l'un des serveurs tombe, le répartiteur ne le sollicite plus et redistribue la charge sur les serveurs disponibles ; 

· Flexibilité : Il est possible d'ajouter ou de retirer des serveurs à tout moment et l'effet est immédiat.
Enfin, il est important de noter que le répartiteur de charge doit préserver les sessions utilisateurs. En effet, JCMS stocke des données dans la session de l'utilisateur (le contenu du caddy, le workspace courant,  …). Ces données sont locales au serveur qui gère cette session. Si le client est aiguillé sur un autre serveur, il redémarrera une nouvelle session et perdra donc ces données. Pour cela, les répartiteurs supportent généralement l'affinité de session (sticky session). Ce mécanisme assure qu'un client qui a démarré une session J2EE sur le serveur continuera à être aiguillé par le répartiteur sur ce serveur. 

6.2 Installation

On considéra qu’Apache a été installé dans APACHE_DIR.
6.2.1 Installation du module mod_jk.

Le fichier « mod_jk.so » doit être copié dans le répertoire « APACHE_DIR /modules »
6.2.2 Configuration d'Apache

Editez le fichier :

« APACHE_DIR/conf/httpd.conf »
A la fin du fichier, ajoutez les lignes suivantes :

# ===================================
# Tomcat/mod_jk configuration

# Load mod_jk
LoadModule jk_module modules/mod_jk.so
LoadModule rewrite_module modules/mod_rewrite.so


# Configure mod_jk
JkWorkersFile conf/workers.properties
JkLogFile logs/mod_jk.log
JkLogLevel info

# Define resources served by Tomcat
JkMount /* loadbalancer

RewriteEngine On

RewriteRule ^/$ / csn [PT]

# Prevent access to WEB-INF directory
<Location "/csn/WEB-INF/">
  deny from all
</Location>

6.2.3 Configuration de la répartition de charge (workers.properties)

Se positionner dans le dossier « APACHE_DIR/conf » et créer un fichier intitulé « workers.properties » avec le contenu suivant :
# list the workers by name 
worker.list=loadbalancer 
# ------------------------ 
# Tomcat 1 
# ------------------------ 
worker.tomcat1.port=11009 
worker.tomcat1.host=10.75.0.1
worker.tomcat1.type=ajp13 
worker.tomcat1.lbfactor=1
# ------------------------ 
# Tomcat 2 
# ------------------------ 
worker.tomcat2.port=12009 
worker.tomcat2.host=10.75.0.2 
worker.tomcat2.type=ajp13 
worker.tomcat2.lbfactor=1
# ------------------------ 
# Load Balancer worker 
# ------------------------ 
worker.loadbalancer.type=lb 
worker.loadbalancer.balance_workers=tomcat1, tomcat2
worker.loadbalancer.sticky_session=1

Ce fichier indique à Apache les serveurs Tomcat sur lesquels répartir de charge. Il reprend les valeurs spécifiées dans les fichiers de configuration des serveurs Tomcat :

· Les noms des workers correspondent aux valeurs indiquées dans l'attribut jvmRoute (tomcat1 et tomcat2).

· Les ports sont ceux définis dans le connecteur AJP/1.3 (11009 et 12009).

Redémarrer le service Apache.

Vérifiez le fonctionnement d’apache en allant sur l'URL de la page d'accueil (adresse IP du serveur où est installé apache).
6.2.3.1 Contrôle 
Pour vérifier que la répartition de charge fonctionne, ouvrez un navigateur sur deux machines ou deux navigateurs différents sur la même machine. Sur chaque navigateur,
 interrogez http://@IP_Apache/csn/admin/status.jsp. Apache va diriger la première requête sur Tomcat1 puis la seconde sur Tomcat2. L'un doit donc afficher la page de statut de JCMS sous Tomcat1 et l'autre celle de JCMS sous Tomcat2. Avec chaque navigateur, consulter la page d'accueil de JCMS. Puis revenez sur la page de statut afin de vérifier que l'affinité de session est bien préservée.

Afin de vous permettre de savoir à tout moment quel réplica à répondu, dans l'espace de travail et dans l'espace d'administration, le nom du réplica est affiché en bas de la page.
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7 Fichiers de logs

7.1 Apache

Les fichiers de logs sont localisés dans les répertoires suivants :

APACHE_DIR/logs

7.2 Tomcat

Les fichiers de logs sont localisés dans les répertoires suivants :

TOMCAT_DIR/logs

7.3 JCMS

Les fichiers de logs sont localisés dans les répertoires suivants :

TOMCAT_DIR/webapps/csn/WEB-INF/data/logs

Les fichiers de logs de JSYNC sont localisés dans les répertoires suivants :

TOMCAT_DIR/webapps/ csn /WEB-INF/data/jsynclog

8 Sauvegarde

Les données de l’intranet CSN sont localisées dans trois endroits distincts :

· Le fichier store.xml accessible via le chemin TOMCAT_DIR/webapps/csn/WEB-INF/data/
Ce fichier contient tous les contenus éditoriaux de l’intranet, l’ensemble de la construction du site et les droits liés aux contenus de l’intranet.

· Le répertoire TOMCAT_DIR/webapps/csn/upload qui contient l’ensemble des données binaires liées aux contenus (images, documents Office, vidéos…) ce qui inclut l’ensemble des fichiers déposés par les utilisateurs du portail.

· La base de donnée qui contient certaines des données non présentes dans le store (par exemple les contenus liés aux forums, les contenus stockés en base) et des données de configuration propres aux utilisateurs.

Ces trois points constituent donc le strict minimum à sauvegarder pour être en mesure de relancer l’intranet depuis un jeu de sauvegardes. Cependant, il est souvent plus pratique de sauvegarder l’intégralité du répertoire TOMCAT_DIR/webapps/csn/ ainsi que la base de données.

8.1 Sauvegarde automatique

Pas de sauvegarde automatique

8.2 Sauvegarde à froid

Avant de procéder à une sauvegarde à froid, il est conseillé d’arrêter JCMS.

Dans un environnement répliqué par JSync, il est recommandé de sauvegarder chaque réplica.

8.3 Sauvegarde à chaud

JCMS  intègre un système de sauvegarde régulière du store. Celui-ci ne dispense pas de mettre en place un véritable système de sauvegarde régulière d'un site JCMS (store, types, workflows, documents, propriétés, …). L'objectif est de fournir une sauvegarde minimum du store pour pallier les cas extrêmes (par exemple sauvegarde externe déficiente). Ce système de sauvegarde est par défaut actif mais il peut être désactivé (onglet Avancé de l'éditeur de propriétés).

La sauvegarde comporte 3 paramètres : 

1. La planification des sauvegardes (store.backup.schedule). Par défaut, tous les jours à 3h00.

2. Le nombre de sauvegardes à préserver (store.backup.max). Par défaut, 10 sauvegardes. 

3. Le répertoire des sauvegardes (store.backup.dir). Par défaut, WEB-INF/data/backups/. 

Cependant JCMS effectue des copies de sauvegarde « saine » une fois par jour à minuit dans le répertoire.

Les fichiers « store » contenus dans le répertoire « TOMCAT_DIR/webapps/csn/WEB-INF/data/backups » sont sains et peuvent être sauvegardés à chaud quelle que soit l’activité de contribution du serveur. Il faut alors les utiliser en lieu et place du fichier store.xml d’origine en cas de restauration.

9 Restauration

9.1 Restauration totale

Si un ou plusieurs serveurs ne sont plus opérationnels, la procédure de restauration est identique pour chaque serveur :

· Arrêter les services Apache et Tomcat

· Restaurer le répertoire  TOMCAT_DIR/webapps/csn

· Relancer les services

· Réindexer les contenus de JCMS (voir paragraphe 7.4)

9.2 Restauration partielle

Il peut arriver que l’intranet continue de fonctionner mais qu’un seul des deux serveurs ne soit plus opérationnel. Il est alors possible de remettre en fonction le serveur fautif sans pour autant faire appel aux sauvegardes :

· Arrêt du service Tomcat sur le serveur défaillant.
· Copier le fichier store.xml depuis le serveur sain vers le serveur défaillant.
· Copier le répertoire « upload » dans le cas d’une architecture sans répertoire partagé, 

· Relancer le service Tomcat sur le serveur défaillant.
· Réindexer les contenus sur le serveur défaillant.
9.3 Arrêt des écritures

Pour certaines opérations de maintenance, il peut être nécessaire d'empêcher momentanément les utilisateurs de contribuer. Pour cela, cliquer sur le bouton « Désactiver les écritures » situé dans l'Espace d'administration et saisir un message de maintenance. Durant l'arrêt des écritures : 

· Les espaces de travail deviennent inaccessibles et le message de maintenance est affiché à la place. 

· Un message signalant l'arrêt des écritures défile dans le bandeau de l'Espace d'administration.

· Il n'est plus possible de modifier les membres, les groupes et les workflows.

· Arrêter la réplication (pour l'arrêter, aller dans l'éditeur de propriété). 

Pour rétablir les écritures, cliquer sur le bouton Activer les écritures.

9.4 Réindexation des contenus

· Se connecter sur le serveur Tomcat de la machine en administrateur

· Afficher l’espace d’administration

· Cliquer sur « Gestion des index de recherche »

· Cliquer sur « Tout réindexer »

10 Procédure de mise en production

La mise en production reprend toutes les étapes décrites dans les chapitres précédents à l’exception des données qui sont reprises du site de recette.

10.1 Copie du store

Le fichier store.xml qui contient la majeure partie des données éditoriales du site peut être repris en l’état. Il se situe dans le répertoire WEB-INF/data. Sur le serveur de destination, le Tomcat doit être éteint avant le remplacement du store.xml. Enfin, il est vivement conseillé de faire la reprise du répertoire upload simultanément à la copie du store (voir ci-dessous pour plus de détails).

Attention, dans le cas d’une copie entre deux environnements différents (par exemple copie du store de l’environnement de recette à l’environnement de production), il faut être conscient qu’après installation les deux versions ne sont plus synchronisées et vont donc diverger. 

10.2 Copie de la base MySQL
Effectuer un export de la base créée pour JCMS en recette, puis importer là dans l’environnement de production. 

10.3 Copie du répertoire upload

Transférer le contenu du répertoire upload. 
10.4 Reprise de la configuration

La quasi-totalité des informations de paramétrage est contenue dans les deux fichiers webapp.prop et custom.prop du répertoire WEB-INF/data. Il est donc souhaitable de se baser sur les fichiers de l’environnement de recette afin de limiter le nombre de paramètres à reconfigurer. Il est cependant nécessaire de vérifier les paramètres de ces fichiers (comme décrit dans les chapitres précédents), en faisant particulièrement attention aux paramètres d’URL du site et aux options de réplication.
11 En cas de problème

11.1 Problème mémoire

Des problèmes de mémoire peuvent apparaître si la mémoire allouée à Tomcat n’est pas suffisante. Cela entraîne des erreurs « OutOfMemoryError, OutOfMemoryException : PermGen space » qui peuvent provoquer le non fonctionnement partiel ou total du site. Veuillez consulter le paragraphe  Configuration de la gestion de la mémoire pour résoudre le problème.
11.2 Contrôle de l’état du serveur
Deux JSP permettent d’afficher des informations sur l’état et le paramétrage du serveur :

· [base_url]/ admin/status.jsp,

· [base_url]/ admin/statusXml.jsp.

11.3 Vérification des paramètres du firewall

Si vous rencontrez des difficultés dans la communication d’un serveur à un autre, (par exemple : impossible d’accéder au serveur 2 sur le serveur1, échec de la synchronisation entre les deux serveurs …), vérifier les paramètres du firewall.
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