[image: image5.jpg]



[image: image6.jpg]sedona




[image: image4.jpg]




Conseil Supérieur du Notariat
Extranets AGRASC / France DOMAINE
Dossier d’Exploitation et d’Installation (DEI)

	Date
	13/11/2012

	Référence
	CSN-Extranets-DEI.doc

	Version
	1.0

	Rédacteur
	Daniel LUPESCU

	Destinataire
	Conseil Supérieur du Notariat
Olivier Pavy
Nicolas Sacarabany
AGARIK

Pierre Totier

SEDONA
Daniel Lupescu

	 
	


Propriété du document

	Auteurs
	Daniel Lupescu

	Version
	1.0

	Nombre de pages
	16


Historique du document

	Date de révision
	Version
	Auteur
	Changements
	Notes

	13/11/12
	1.0
	DLU
	Initialisation
	-


Sommaire

1Conseil Supérieur du Notariat


1Extranets AGRASC / France DOMAINE


2Propriété du document


2Historique du document


3Sommaire


51.
Rappel de l’architecture de la solution


52.
Pré-requis d’installation


52.1. Fichiers requis pour l’installation


52.2. Création d’un utilisateur « csn »


63.
Installation


63.1. Installation du serveur de base de données


63.2. Création de la base de données


73.3. Autorisation des connexions à distance


73.4. Création des tables de la base de données et remplissage des tables de référentiel


73.5. Configuration du service NFS


83.6. Installation de la JRE (Java Runtime Environment)


93.7. Montage du répertoire partagé par NFS


93.8. Installation du serveur Tomcat


103.9. Configuration du fichier de propriétés


113.10. Installation du package


113.11. Installation du serveur Apache


113.12. Configuration du mod_jk


123.13. Configuration du https (ENVIRONNEMENT DE RECETTE UNIQUEMENT)


133.14. Installation du Load Balancer logiciel Apache (ENVIRONNEMENT DE RECETTE UNIQUEMENT)


143.15. Installation du Load Balancer physique (ENVIRONNEMENT DE PRODUCTION UNIQUEMENT)


143.16. Démarrage des serveurs Tomcat et Apache


144.
Exploitation


144.1. Déploiement du package


144.1.1. Arrêt des serveurs


154.1.2. Installation du package


154.1.3. Relance des serveurs


165.
Gestion des incidents


165.1. Consultation des logs


165.1.1. Logs Tomcat


165.1.2. Logs Apache


165.2. Procédure d’arrêt / relance des serveurs Tomcat


166.
Procédures de Sauvegarde / Restauration du système




1. Rappel de l’architecture de la solution
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Serveur http Apache 2.2.15 

Serveur d’application Apache Tomcat 7.0.30

Java 1.7 Update 7 (JRE Oracle)

Serveur de base de données MySQL 5.1.61

OS Linux, distribution CentOS 6.3 64 bits
2. Pré-requis d’installation
2.1. Fichiers requis pour l’installation
·  jre-7u7-linux-x64.tar.gz
·  apache-tomcat-7.0.30.tar.gz
·  ROOT.war
·  extranet.properties
·  workers.properties
·  vhosts.conf
·  schema_csn.sql
·  code_postal.sql
·  data_csn.sql
2.2. Création d’un utilisateur « csn »
Se connecter avec un client SSH en root sur les 2 machines hébergeant les serveurs Tomcat et créer l’utilisateur « csn ». Pour cela, taper les commandes :
useradd csn
passwd csn
Dans le document, on fera référence aux valeurs suivantes :

· tomcat_home : répertoire d’installation de Tomcat
· apache_home : répertoire d’installation d’Apache

· database_server_name : nom ou adresse IP du serveur hébergeant la base de données

3. Installation

3.1. Installation du serveur de base de données
Se connecter avec un client SSH en root à la machine hébergeant le serveur de base de données. Pour installer le serveur de base de données MySQL 5.1.61, taper la commande :
yum install mysql-server-5.1.61

Pour configuration le service MySQL afin qu’il démarre au boot de la machine, taper la commande :
chkconfig mysqld on
Pour démarrer le service MySQL, taper la commande :

service mysqld start
3.2. Création de la base de données

Pour créer la base de données « csn_extranet »,  changer le mot de passe de l’utilisateur « root » et créer un utilisateur « csn » avec le mot de passe « extranet », taper les commandes :
mysqadmin -u root password extranet
mysql-u root -pextranet
CREATE DATABASE csn_extranet character set utf8;
CREATE USER 'csn'@'%' IDENTIFIED BY 'extranet';
GRANT SELECT, INSERT, UPDATE, DELETE ON csn_extranet.* TO 'csn'@'%' 
exit
3.3. Autorisation des connexions à distance

Pour autoriser l’utilisateur « root » à accéder à distance à la base de données « cns_extranet », taper les commandes :

mysql-u root -pextranet
GRANT ALL ON *.* TO root@'%' 
exit
Pour redémarrer le service MySQL, taper la commande :
/etc/init.d/mysqld restart 
3.4. Création des tables de la base de données et remplissage des tables de référentiel
Uploader avec un client FTP les fichiers ci-joints schema_csn.sql, code_postal.sql et data_csn.sql dans le dossier /root de la machine hébergeant le serveur de base de données.

Se connecter avec un client SSH en root à la machine hébergeant le serveur de base de données et taper les commandes suivantes au niveau du dossier /root :
cd /root
mysql -u root -pextranet --default-character-set=utf8 csn_extranet <schema_csn.sql
mysql -u root -pextranet --default-character-set=utf8 csn_extranet <code_postal.sql
mysql -u root -pextranet --default-character-set=utf8 csn_extranet <data_csn.sql
3.5. Configuration du service NFS

Pour vérifier que le service NFS est bien installé sur la machine de base de données, taper la commande :
yum install nfs-utils
 Pour configurer le service NFS afin qu’il démarre au boot de la machine, taper les commandes :
chkconfig nfs on
service nfs start
Pour créer les repertoires à partager, taper les commandes :
mkdir /mnt/partageExtranet
mkdir /mnt/partageExtranet/base-documentaire
vi /etc/exports
Ajouter la ligne suivante au fichier /etc/exports :

/mnt/partageExtranet *(rw,sync,no_root_squash)
Taper la commande :
exportfs -rv
3.6. Installation de la JRE (Java Runtime Environment)
Pour installer la JRE Java 1.7 Update 7 sur les machines hébergeant les serveurs Tomcat, uploader avec un client FTP le fichier ci-joint jre-7u7-linux-x64.tar.gz dans le dossier /tmp.
Se connecter avec un client SSH en root aux 2 machines hébergeant les serveurs Tomcat et taper les commandes :

cd /tmp

chmod a+x jre-7u7-linux-x64.tar.gz

mkdir /usr/java
mv jre-7u7-linux-x64.tar.gz /usr/java
cd /usr/java
tar –zxvpf jre-7u7-linux-x64.tar.gz
rm /usr/bin/java
ln –s /usr/java/jre1.7.0_07/bin/java /usr/bin/java
cd /usr/java
ln -s jre1.7.0_07/ jre
Vérifier que l’installation s’est bien passée en tapant la commande :

java -version
Pour créer la variable d’environnement JAVA_HOME pour tous les utilisateurs, taper la commande :

vi /etc/profile
Ajouter les 2 lignes suivantes au fichier puis sauver le fichier :
export JAVA_HOME= /usr/java/jre
export PATH=$PATH:/usr/java/jre/bin
Pour que les modifications soient prises en compte immédiatement, taper la commande :

source /etc/profile
Vérifier que les opérations se sont bien passées en tapant les commandes :
echo $JAVA_HOME
echo $PATH
Répéter les mêmes opérations sur la 2ème machine Tomcat.

3.7. Montage du répertoire partagé par NFS

Se connecter avec un client SSH en root aux 2 machines hébergeant les serveurs Tomcat.
Pour créer les répertoires /mnt/partageExtranet, taper les commandes :
mkdir /mnt

cd /mnt

mkdir partageExtranet

Pour que l’utilisateur « csn » ait accès en lecture-écriture au dossier « mnt », taper la commande :

chown -R csn partageExtranet
Pour configurer le montage au boot de la machine, taper la commande :
vi /etc/fstab

Dans le fichier /etc/fstab, ajouter la ligne suivante, puis sauver le fichier.
<adresse IP machine MySQL>:/mnt/partageExtranet /mnt/partageExtranet nfs rw,hard,intr,nolock,nosuid 0       0
Pour monter le répertoire, taper la commande :
mount /mnt/partageExtranet 
Répéter les mêmes opérations sur la 2ème machine Tomcat.

3.8. Installation du serveur Tomcat

Se connecter avec un client SSH en root à la machine hébergeant le 1er serveur Tomcat.

Uploader avec un client FTP le fichier ci-joint apache-tomcat-7.0.30.tar.gz dans le dossier /tmp.
Taper les commandes :

cd /tmp

chmod a+x apache-tomcat-7.0.30.tar.gz
mkdir /usr/tomcat
mv apache-tomcat-7.0.30.tar.gz /usr/tomcat
cd /usr/tomcat
tar –zxvpf apache-tomcat-7.0.30.tar.gz
Pour donner les droits d’accès à l’utilisateur « csn », taper les commandes :

chown -R csn /usr/tomcat
chmod 775 –R /usr/tomcat
Vérifier que les paramètres de connexion à la base de données (attributs « password », « username » et « url ») sont bons dans le fichier <tomcat_home>/conf/server.xml, à la ligne :
<Resource auth="Container" driverClassName="com.mysql.jdbc.Driver" maxActive="100" maxIdle="30" maxWait="10000" name="jdbc/ExtranetPool" password="extranet" type="javax.sql.DataSource" url="jdbc:mysql://{database_server_name}/csn_extranet" username="csn"/>
Répéter les mêmes opérations sur la 2ème machine Tomcat.

3.9. Configuration du fichier de propriétés
Pour créer le dossier /etc/csn, taper les commandes suivantes avec l’utilisateur root :
mkdir /etc/csn
Uploader avec un client FTP le fichier ci-joint extranet.properties dans le dossier /etc/csn de la 1ère  machine Tomcat, en se connectant avec l’utilisateur root.
Pour donner les droits d’accès au fichier extranet.properties à l’utilisateur csn, taper les commandes :

chown –R csn /etc/csn
Vérifier que les propriétés relatives au serveur SMTP sont les bonnes dans le fichier extranet.properties.
Répéter la même opération sur la 2ème machine Tomcat.

3.10. Installation du package
Uploader avec un client FTP le fichier ci-joint ROOT.war dans le dossier /usr/tomcat de la 1ère  machine Tomcat, en se connectant avec l’utilisateur root.

Pour donner les droits d’accès à l’utilisateur csn, taper les commandes :
chown -R csn /usr/tomcat/ROOT.war
chmod 775 –R /usr/tomcat/ROOT.war
Avec l’utilisateur csn, copier le fichier dans le dossier webapps :
su csn
mv /usr/tomcat/ROOT.war /usr/tomcat/apache-tomcat-7.0.30/webapps
Répéter la même opération sur la 2ème machine Tomcat.

3.11. Installation du serveur Apache
Pour vérifier que le serveur Apache 2.2.15  n’est pas déjà installé sur la 1ère machine taper la commande :
yum list httpd

S’il n’est pas installé, taper les commandes :
yum install httpd-2.2.15
yum install httpd-devel

yum groupinstall "Development Tools"
Répéter la même opération sur la 2ème machine Tomcat.

3.12. Configuration du mod_jk
Uploader avec un client FTP le fichier tomcat-connectors-1.2.37-src.tar.gz dans le dossier /tmp.

Taper les commandes :

cd /tmp

chmod a+x tomcat-connectors-1.2.37-src.tar.gz
tar –zxvpf tomcat-connectors-1.2.37-src.tar.gz
cd tomcat-connectors-1.2.37-src/native
./configure --with-apxs=/usr/sbin/apxs
make
make install
Placer le fichier workers.properties ci-joint dans <apache_home>/conf.
Placer le fichier vhosts.conf ci-joint dans <apache Home>/conf.d
Éditer le fichier httpd.conf :

vi /etc/httpd/conf/httpd.conf

Ajouter la ligne suivante dans le fichier httpd.conf après la ligne #LoadModule vhost_alias_module modules/mod_vhost_alias.so :

LoadModule jk_module modules/mod_jk.so

Répéter la même opération sur la 2ème machine Tomcat.
3.13. Configuration du https (ENVIRONNEMENT DE RECETTE UNIQUEMENT)
Pour installer le module SSL dans Apache et OpenSSL, taper la commande :
yum install mod_ssl openssl
Pour générer le certificat de test pour l’extranet AGRASC, taper les commandes :
cd /root

openssl req -new -x509 -nodes -out agrasc.crt -keyout agrasc.key
openssl req -new -key agrasc.key -out agrasc.csr
Certaines informations seront demandées :

Country Name (2 letter code) [AU]:FR

State or Province Name (full name) [Some-State]:France

Locality Name (eg, city) []:Paris

Organization Name (eg, company) [Internet Widgits Pty Ltd]:

Organizational Unit Name (eg, section) []:

Common Name (eg, YOUR name) []:agrasc.sedona.fr
Email Address []:
Pour générer le certificat de test pour l’extranet France Domaine, taper la commande :

openssl req -new -x509 -nodes -out fd.crt -keyout fd.key
openssl req -new -key fd.key -out fd.csr
Certaines informations seront demandées : 

Country Name (2 letter code) [AU]:FR

State or Province Name (full name) [Some-State]:France

Locality Name (eg, city) []:Paris

Organization Name (eg, company) [Internet Widgits Pty Ltd]:

Organizational Unit Name (eg, section) []:

Common Name (eg, YOUR name) []:francedomaine.sedona.fr
Email Address []:
6 fichiers ont été générés dans /root : agrasc.key, fd.key, agrasc.csr, fd.csr, agrasc.crt et fd.crt.

Pour copier ces fichiers dans /etc/httpd/conf, taper les commandes :
mv *.key /etc/httpd/conf/

mv *.csr /etc/httpd/conf/

mv *.crt /etc/httpd/conf/

Répéter la même opération sur la 2ème machine Tomcat mais récupérer les 6 fichiers : agrasc.key, fd.key, agrasc.csr, fd.csr, agrasc.crt et fd.crt de la 1ère machine Tomcat.
3.14. Installation du Load Balancer logiciel Apache (ENVIRONNEMENT DE RECETTE UNIQUEMENT)
Installer Apache sur la machine hébergeant le load balancer comme indiqué au chapitre 3.12.
Pour installer le module Apache mod_proxy, taper la commande :

yum install mod_proxy

 Pour installer le module Apache mod_proxy_blancer, taper la commande :

yum install mod_proxy_balancer

Ouvrir le fichier ssl.conf :

vi /etc/httpd/conf.d/ssl.conf
Ajouter à la fin du fichier ssl.conf (avant la ligne </VirtualHost>) les lignes suivantes :

SSLProxyEngine on   

   <IfModule mod_ssl.c>

  
 SetEnvIf User-Agent ".*MSIE.*" nokeepalive ssl-unclean-shutdown

   </IfModule>

ProxyRequests on

ProxyPreserveHost on

Header add Set-Cookie "ROUTEID=.%{BALANCER_WORKER_ROUTE}e; path=/" env=BALANCER_ROUTE_CHANGED

<Proxy balancer://mycluster>

    BalancerMember http://{adresse ip de la machine 1}:80route=1

    BalancerMember http://{adresse ip de la machine 2}:80 route=2

    ProxySet stickysession=ROUTEID


ProxySet lbmethod=byrequests

</Proxy>

ProxyPass /balancer-manager !

ProxyPass / balancer://mycluster/

ProxyPassReverse / balancer://mycluster/

3.15. Installation du Load Balancer physique (ENVIRONNEMENT DE PRODUCTION UNIQUEMENT)

Partie à compléter par Agarik.

3.16. Démarrage des serveurs Tomcat et Apache
Se connecter avec un client SSH avec l’utilisateur root à la machine hébergeant le 1er serveur Tomcat.

Pour lancer le serveur Tomcat, taper la commande :

su csn
cd /usr/tomcat/apache-tomcat-7.0.30/bin
./startup.sh
Vérifier que le serveur Tomcat a bien démarré en cherchant la ligne suivante dans le fichier catalina.out :

INFO: Server startup in XXXXX ms
Pour cela, taper la commande :

tail –f /usr/tomcat/apache-tomcat-7.0.30/logs/catalina.out
Pour lancer le serveur Apache sur la 1ère machine Tomcat, taper la commande :

service httpd start
Répéter la même opération sur la 2ème machine Tomcat.

Répéter la même opération sur la machine hébergeant le load balancer.

4. Exploitation
4.1. Déploiement du package

4.1.1. Arrêt des serveurs
Se connecter avec un client SSH en root aux 2 machines hébergeant les serveurs Tomcat et taper les commandes :

su csn
cd /usr/tomcat/apache-tomcat-7.0.30/bin
./shutdown.sh
Répéter la même opération sur la 2ème machine Tomcat.

4.1.2. Installation du package

Uploader avec un client FTP le fichier ROOT.war dans le dossier /usr/tomcat de la 1ère  machine Tomcat, en se connectant avec l’utilisateur root.

Pour donner les droits d’accès à l’utilisateur csn, taper les commandes :

chown -R csn /usr/tomcat/ROOT.war
chmod 775 –R /usr/tomcat/ROOT.war
Avec l’utilisateur csn, supprimer l’ancien package et copier le nouveau dans le dossier webapps :

su csn
cd /usr/tomcat/apache-tomcat-7.0.30/webapps
rm –Rf *
mv /usr/tomcat/ROOT.war /usr/tomcat/apache-tomcat-7.0.30/webapps
Répéter la même opération sur la 2ème machine Tomcat.

4.1.3. Relance des serveurs

Se connecter avec un client SSH en root aux 2 machines hébergeant les serveurs Tomcat et taper les commandes :

su csn
cd /usr/tomcat/apache-tomcat-7.0.30/bin
./startup.sh
Vérifier que le serveur Tomcat a bien démarré en cherchant la ligne suivante dans le fichier catalina.out :

INFO: Server startup in XXXXX ms
Pour cela, taper la commande :

tail –f /usr/tomcat/apache-tomcat-7.0.30/logs/catalina.out
Répéter la même opération sur la 2ème machine Tomcat.

5. Gestion des incidents

5.1. Consultation des logs
5.1.1. Logs Tomcat

Les logs générés par le serveur Tomcat sont situés dans le dossier tomcat_home/logs.
5.1.2. Logs Apache
Les logs générés par le serveur Apache sont situés dans le dossier /var/log/httpd.
5.2. Procédure d’arrêt / relance des serveurs Tomcat

Se connecter avec un client SSH en root aux 2 machines hébergeant les serveurs Tomcat et taper les commandes :

su csn
cd /usr/tomcat/apache-tomcat-7.0.30/bin
./shutdown.sh
Vérifier que le process Java est bien terminé grâce à la commande :

ps –eaf | grep java 
Si le process Java est encore actif, le supprimer grâce à la commande :

kill -9 <process_id>
Pour relancer le serveur, taper la commande :

./startup.sh
Vérifier que le serveur Tomcat a bien démarré en cherchant la ligne suivante dans le fichier catalina.out :

INFO: Server startup in XXXXX ms
Pour cela, taper la commande :

tail –f /usr/tomcat/apache-tomcat-7.0.30/logs/catalina.out
Répéter la même opération sur la 2ème machine Tomcat.
6. Procédures de Sauvegarde / Restauration du système
Partie à compléter par Agarik.[image: image2.png]
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