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1. PROCEDURE DE GESTION DES INCIDENTS 
La procédure de gestion des incidents fait référence pour tous incidents de production.

Nota : cette procédure est systématiquement suivie de la procédure d’action corrective.

Dans le présent document, il sera établi que le serveur spare est configuré avec un RSE fonctionnel ; cette machine est configurée pour un fonctionnement en test.
1.1. Déclaration et prise en compte de l’incident
La déclaration d’incident de production est effectuée directement à Alphyra et cela quelque soit la nature de l’incident. 
1.2. Analyse des alertes Claranet
Dans le cadre de la prestation fournie par Claranet, une surveillance des serveurs RSE est maintenue en permanence. 
Claranet alerte Alphyra, par un email à destination de à définir??, des éventuels incidents ou dégradation des performances portant sur les matériels inclus dans la prestation fournie.
Nota : D’une manière générale, ces alertes sont analysées par Alphyra permettant le suivi de la qualité de la prestation fournie par Alphyra est en mesure de fournir à ses clients.
D’une manière plus particulière, en cas d’incident, Alphyra peut prendre contact avec la Hotline de Claranet pour préciser les causes d’une alerte.

1.3. Qualification de l’incident et plan d’actions associé
Cette tache est du ressort d’Alphyra.
Les alertes Claranet, l’interface web mise à la disposition d’Alphyra et les outils internes dont dispose Alphyra permettent une qualification précise de l’incident.
En fonction du diagnostique, un plan d’actions est mis en place par Alphyra. Le plan est communiqué aux fournisseurs pour action.
Claranet n’intervient dans ce plan d’actions qu’en cas de dysfonctionnement d’un ou de plusieurs matériels. Dans ce cas Alphyra déclare un incident chez Claranet. 
1.4. Déclaration d’un incident à Claranet

La déclaration d’un incident à Claranet suit une procédure définie et précise 
Claranet dispose d’un système de ticketing pour la déclaration des incidents, ce ticket fait office de déclaration officielle de l’incident.

Le ticket Claranet est ouvert par un simple envoi d’email à l’adresse : support.pro@fr.clara.net
· L’objet de l’email doit être explicite portant le nom de Alphyra, le nom du client en cause, le subnet voire le serveur en dysfonctionnement et la criticité
 de l’incident.
Exemple : Alphyra_Leclerc_172.20.8.10_Mineur
· Le corps de l’email doit décrire clairement l’incident rencontré et le plan d’actions Claranet associé.

En retour de l’email, Claranet transmet un numéro de ticket à Alphyra.

Il est conseillé de joindre la hot line claranet après l’ouverture du ticket pour s’assurer d’une prise en charge rapide. Lors de l’appel, le numéro de ticket ouvert permettra une identification rapide de l’incident. (Quid d’un fonctionnement par assignation et contact direct avec la personne assignée ?)
En cas d’absence de réponse de Claranet dans le 30 min en heures ouvrées – 1h30 en heures non ouvrées – qui suivent l’ouverture du ticket, Alphyra utilisera la procédure d’escalade donnée en annexe.

Nota : Si les personnes assignées à l’incident chez Alphyra sont injoignables, il est demandé à Claranet d’utiliser la procédure d’escalade donnée en annexe.
1.5. Reprise d’activité
1.5.1. Cas d’école pour incident sur serveur 

La sécurité nécessaire pour les transactions Alphyra rend impossible une reprise à chaud de l’activité sur le serveur de secours. 
Le plan de reprise d’activité est une action conjointe Alphyra/Claranet pilotée par les équipes d’Alphyra seules disposant de la visibilité sur l’intégralité des actions en cours.

Les actions du plan de reprise d’activité sont :

· Identification du serveur en dysfonctionnement (Action : Alphyra/Claranet)
· Configuration de l’applicatif RSE sur serveur de secours – paramétrage de production + adresse du serveur de production) permettant la reprise de l’activité (Action : Alphyra)
· Modification de l’adresse IP du serveur nominal en dysfonctionnement – affectation d’une adresse IP libre spécialement prévue pour cette démarche (Action : Claranet)
· Modification de l’adresse IP du serveur de secours configuré pour la reprise d’activité – l’adresse IP libérée lors de l’action précédent par le serveur nominal en dysfonctionnement est affectée au nouveau serveur (Action : Claranet)
· Lancement de l’applicatif RSE sur la machine de secours (Action : Alphyra)
1.5.2. Cas d’école pour incident sur le firewall (PIX)
La présente procédure prend en compte uniquement les incidents des firewall Claranet et Infomil, les incidents sur le concentrateur VPN Alphyra sont traités par des procédures internes et ne font pas partie de ce document.
Nota : la définition et la conservation des templates de configuration est à la charge de Claranet.

Claranet est fournisseur des PIX Cisco pour Alphyra dont la garantie de rétablissement sur 24/7 est de 4 heures.
À la détection de l’incident, Claranet informe Alphyra du PIX en anomalie : email au premier niveau de l’escalade Alphyra
 en précisant dans l’objet de l’email :
· le PIX en anomalie (avec son adresse IP)

· la cause du dysfonctionnement si elle est connue

· le temps estimé pour la correction de l’incident

Incident sur le PIX en direction d’Infomil

· Pour simplifier la reprise d’activité sur les PIX, Claranet dispose de template de configuration permettant un rétablissement rapide de la configuration du PIX. Claranet informe Alphyra du rétablissement du PIX (Actions Claranet)

· Alphyra initie une conférence téléphonique tripartite entre Infomil/Claranet & Alphyra pour l’instanciation du tunnel (Action : Alphyra)
· Claranet fournit un rapport d’incident à Alphyra (Action Claranet)

Incident sur PIX le en direction de Dublin
· Pour simplifier la reprise d’activité sur les PIX, Claranet dispose de template de configuration permettant un rétablissement rapide de la configuration du PIX. Claranet informe Alphyra du rétablissement du PIX (Action Claranet)

· Claranet initie le tunnel en direction des serveurs centraux (Action Claranet)

· En cas d’échec, Claranet contact le niveau d’escalade Alphyra en action pour un support à Dublin permettant la résolution des problèmes. (Action Claranet)

· Alphyra provoque une conférence téléphonique avec Alphyra Dublin et Claranet. (Action Alphyra)

· Claranet fournit un rapport d’incident à Alphyra (Action Claranet)

Incident sur le PIX Infomil

· Le rôle de claranet est uniquement en assistance en cas de difficulté pour la remontée du tunnel de la part de Informil.
· Alphyra est en mesure contacter Claranet à la demande de Infomil pour une assistance à la remontée du tunnel – la procédure d’escalade pourra être utilisée dans ce cas.
A la remontée des tunnels en production l’activité peut reprendre, elle nécessite aucune action sur les serveurs RSE.

1.6. Cas d’école pour incident sur Switch

Comment rétablir la configuration ?
1.7. Validation du correctif apporté

Alphyra – Le ROC client – valide la correction apportée et le bon fonctionnement du système.
Nota : l’incident n’est pas historié par Alphyra à ce niveau.

1.8. Remise en fonction du système
La question ici aussi est comment bloquer l’accès à une adresse IP sur le PIX et l’autoriser au cours de cette étape.
2. Porcédure d’action corrective

Les actions correctives à réaliser sur un serveur en dysfonctionnement sont à la charge de Claranet dans le cadre de leur prestation. Alphyra ne participe pas à cette phase.

L’engagement Claranet est une Garantie de Temps de Rétablissement – GTR – en 4h.

Le serveur spare de Claranet n’étant pas identiques à ceux de production, il est nécessaire de rétablir le plus vite la fonctionnalité du serveur nominal.
Nota : Cette procédure est systématiquement nécessaire suite à la procédure de gestion des incidents en cas d’incident serveur.

Nota : La bascule de l’activité en mode nominal du serveur de back up au serveur de production ne doit pas être réalisée durant les heures d’ouverture des magasins. Cette bascule demandant une coupure de l’activité.

2.1. Restauration du serveur
Nota : Alphyra fournit à Claranet un serveur de fichier en SFTP sur lequel est maintenue l’ensemble des éléments permettant la remontée de l’applicatif et de la configuration.
La mise à jour de ces éléments est à la charge de Alphyra.
Actions permettant la remise en disponibilité du serveur :
· Correction de la panne serveur de manière à ce que le serveur soit complètement opérationnel (Action : Claranet)
· Récupération du dossier correspondant au serveur – contenant l’auto installation de la version du RSE correspondante et les fichiers de configuration – sur le serveur SFTP de Alphyra et lancement par auto installation du RSE (Action : Claranet)
· Claranet informe par email Alphyra de la disponibilité du serveur sur l’adresse IP dédiée (Action : Claranet)
· Alphyra configure le RSE pour la reprise d’activité – penser à réinitialiser les sessions sur les RSE et sur MOPS (Action Alphyra)

2.2. Reprise de l’activité sur le serveur nominal
Le serveur rendu disponible doit reprendre sa place dans la configuration nominale du fonctionnement.

Ces actions doivent être réalisées en dehors des heures de production pour maintenir la disponibilité du service – identique à une maintenance.
Action permettant la remise en activité du serveur :

· Arrêt de l’applicatif Alphyra sur le serveur restauré (Action : Alphyra)

· Alphyra fournie la nouvelle adresse IP du serveur (Action : Alphyra)
· Modification de l’adresse IP du serveur de secours pour cette donnée par Alphyra – action précédente (Action : Claranet)
· Remise du serveur nominal sur l’adresse IP libérée pour la production (Action : Claranet)
· Redémarrage du service pour la production (Action : Alphyra)
2.3. Fermeture et historisation de l’incident

Après validation et réception du rapport d’incident de Claranet. L’incident est fermé en interne chez Alphyra.

Le cas échéant, ce rapport peut être fourni par Alphyra à son client.

3. Rapport mensuel et comité de mainteance

3.1. Rapport de supervision
3.1.1. Contenu 

Un rapport de supervision est fourni par client Alphyra, Alphyra recevra un rapport distinct pour chacun de ses clients. 
L’adresse de destination de chaque rapport en fonction du client sera transmise lors de la validation des procédures.

Claranet rédigera des rapports mensuels contenant :

· La liste commentée des incidents survenus au cours du mois

· Un graphe d’usage de disponibilité sur le mois

· Le taux de disponibilité des applications supervisées

3.1.2. Fréquence 

Mensuellement Claranet fournira à Alphyra les rapports de supervision sur les matériels hébergés chez Claranet pour Alphyra.
3.1.3. Délais 

Les rapports de Supervision seront remis au plus tard 5 jours ouvrés après la fin du mois calendaire. 
3.2. Comité de surveillance
A la demande de l’un des partenaires, un comité de surveillance pourra être organiser pour approfondir certains points sur le rapport de supervision.

Ce comité ne pourra se tenir, au plus, une fois par mois – en conférence téléphonique – avec en présence obligatoire 

· du coté Alphyra – le Responsable Opérationnel du Compte, 

· du coté Claranet, le responsable de la plateforme Alphyra.

D’autres personnes pourront être invitées le cas échéant.

Le comité de surveillance sera dispensé si le mois précédent aucun incident n’est intervenu.

3.3. Comité de maintenance :
Le comité de maintenance aura lieu une fois par an lors d’une réunion présentielle. 
Il a pour objectif de discuter les procédures opérationnelles conjointes en général et plus particulièrement les présentes procédures.
4. SCHEMA DES ECHANGES
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5. Annexes

5.1. Annexe 1 : Rappel de la définition de la criticité d’un incident

Incident Mineur : Incident n’impactant qu’un nombre réduit de caisses ou de valeurs 

Incident Majeur : Incident impactant plusieurs magasins sur un opérateur ou sur une valeur ou plusieurs valeurs ou opérateurs sur un magasin. 
Incident Critique : Tous opérateurs/ toutes valeurs/ tous magasins.

5.2. Annexe 2 : Procédures d’escalade

5.2.1. Procédure d’escalade Claranet

	Escalade 
	Fonction
	Nom
	Coordonnées

	I
	Support
	Hot Line
	01.70.13.70.60

support.pro@fr.clara.net

	II
	Responsable Exploitation Clients
	Erwan Lerale
	01.70.13.70.60

A : erwan@fr.clara.net

CC : support.pro@fr.clara.net

	III
	Ingénieur Commercial en charge de Alphyra
	Stéphane Krochmaluk
	01.70.13.70.73

A : krochmaluk@fr.clara.net
CC :support.pro@fr.clara.net


5.2.2. Procédure d’escalade Alphyra

5.2.2.1. En heures ouvrées

	Escalade 
	Fonction
	Nom
	Coordonnées

	I
	ROC
	Véronique Gaillard
	02.31.14.69.22

nathalie.petit@alphyra.fr

	II
	Responsable Service Client
	Valérie Lauvergne
	02.31.14.65.94

06.62.61.53.28

valerie.lauvergne@alphyra.fr

	III
	Directeur des Opérations & SI
	Otmane Serraj
	01.41.49.90.62

06.24.94.65.44

otmane.serraj@alphyra.fr

	IV
	Directeur Général
	Wilfrid Xoual
	01.41.49.90.76

06.09.17.02.98

wilfrid.xoual@alphyra.fr


5.2.2.2. En heures non ouvrées
Rappel sur la définition d’heures ouvrées vs heures non ouvrées

Heures ouvrées : Heures se trouvant entre 09h00 à 17h30 du lundi au vendredi samedi

Heures non ouvrées : Heures se trouvant entre 17h30 à 20h00 du lundi au Samedi et entre 08h00 à 20h00 les jours d’astreintes.
	Escalade 
	Fonction
	Nom
	Coordonnées

	I
	Call Center
	Télé conseillé
	08.11.65.00.24

 

	II
	Responsable Service Client
	Valérie Lauvergne
	02.31.14.65.94

06.62.61.53.28

valerie.lauvergne@alphyra.fr

	III
	Directeur des Opérations & SI
	Otmane Serraj
	01.41.49.90.62

06.24.94.65.44

otmane.serraj@alphyra.fr

	IV
	Directeur Général
	Wilfrid Xoual
	01.41.49.90.76

06.09.17.02.98

wilfrid.xoual@alphyra.fr


5.3. Annexe 3 : schéma de gestion interne d’un incident chez Claranet

[image: image7.emf]Incident

Identification 

& 

Qualification 

de l’incident

Incident 

Alphyra ?

Déclaration 

de l’incident à 

Alphyra

Prise en 

compte de 

l’incident par 

Alphyra ?

Incident 

Critique ?

Analyse des 

Alertes 

Claranet

Analyse 

Alphyra

&

Plan d’actions

Surveillance 

Claranet

Incident 

Claranet ?

Incident sur 

élément en 

surveillance ?

Perturbation de 

la production ?

Incident 

Résolu ?

Plan d’actions 

intégrant 

Claranet ?

Action 

Associée

Rapport d’incident 

Claranet

Rapport d’incident

Oui

Oui

FIN Non

Oui

Non

Oui

Oui

Oui & Non

Oui

Non

Oui

Transmission

Procédure 

d’escalade 

Alphyra

Non

Procédure 

Alphyra 

d’information du 

développement

Oui

Non

Non

Non

Rapport de qualité

Transmission et 

Historisation


� Critique, Majeur ou Mineur : la définition est donnée en annexe de ce document


� En cas d’indisponibilité utiliser la procédure d’escalade associée.
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